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Abstract

The energy challenges facing society are as varied as they areagcesor this reason
energy has become a key area to address in the twenty-first century.| &antrg these
concerns is the specter of global climate change. The impact of enedygion and
consumption on the earth’s climate system has been well documented, and scientific
studies now suggest that annual greenhouse gas emissions must be cut 50 to 80 per cent
worldwide by 2050 in order to stabilize the climate and avoid the most destructive
impacts of climate change. Yet, despite the growing consensus for the needadtemiti
emissions, the strategies for meeting these ambitious targets havemotdzely

defined, and the technology and policy options are not well enough understood. Given
this uncertainty, scenario analysis tools have emerged as a useful wayrotimd

policy debate by envisioning the potential evolution of energy systems overTimse.
dissertation describes three separate scenario analysis projects, whathdboks at the
potential for a dramatic transformation of the energy system over the longttearying
geographic and sectoral scales. First, the 80in50 study analyzes the vahwaypdor
making deep reductions in greenhouse gas emissions across all subsectors of U.S.
transport system. The CA-TIMES project then takes this work to the next level by
developing an energy-engineering-environmental-economic optimization noodleé f
California energy system, in order to bring economics and dynamics into thisis\res
well as to study the interactions between transport and the various other gnoelgying
and consuming sectors. Finally, a collaborative project with scientists hiternational
Institute for Applied Systems Analysis (IIASA) is described, in whig/odal systems

engineering optimization model (MESSAGE) and a global climate modeJIZ&) are



jointly utilized to evaluate synergies and trade-offs between a vafietyergy objectives

(climate mitigation, air pollution, energy security, and affordability).
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FOREWORD

The structure of this dissertation incorporates both traditional and non-tralditiona
elements, and for this reason | believe it is useful here at the outset to provefe a br
overview of how the three chapters of my thesis fit together and, moreover, hdwethe t
projects underlying them originally came into being. My dissertation worly itatted

in earnest in early-2008, after finishing my M.S. degree and beginning théexb-ca
“80in50” project under the direction of Dr. Christopher Yang. The original 80in50 study
focused on the California transportation sector, and once it was completed, Chris and
took the analysis to the next level by looking at deep greenhouse gas reductianscenar
for the entire U.S. The latter research is described in Chapter | ofdbéstdtion.

However, due to the limitations of the 80in50 research effort, there were discussions a
that time within the UC-Davis STEPS Program to develop an energy-eriggiee
environmental-economic (4E) MARKAL-TIMES systems model for the state of
California, which would bring economics and dynamics into the scenario development
process, as well as interactions between the transport sector and the vagoes@tgy
producing and consuming sectors within the California energy system. As one might
imagine, it is quite an undertaking to build an energy systems model from saratch,
actually in my case it has taken about two and a half years of sometimémpart
sometimes full-time work to bring the CA-TIMES model to the current stage of
development. A fairly detailed description of the model is provided in Chapter Il, along

with scenario analyses looking at how deep reductions in greenhouse gasrenmsght
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be made across the entire California energy system in the long termly, Kdinapter 111
of my dissertation describes a collaborative research effort withtistgeat the
International Institute for Applied Systems Analysis (IIASA) in Laxegbéustria. In
the summer of 2009, | participated in IIASA’s annual Young Scientists Summer
Program, with the intention of supporting the scenario development process for the
Global Energy Assessment. Due to the success of my summer projectAaahdSalso
because of the unique contributions this analysis adds to my Ph.D. researclopbrtfol
eventually decided to include the work in my dissertation. In particular, thedlesga
[IASA expands the focal area of my scenario analyses to the globahlevek the same
time brings other energy objectives — in addition to climate mitigation — into

consideration, such as energy security and air pollution.

Each of the three main chapters of my dissertation is distinct, in the sensacthat
focuses on a distinct research project; however, at the same time, thi¢glasely

related, as they fall under the more general umbrella theme of longtengy modeling
and scenario analysis to support policy. After all, the central objective ofassrtdition
research is to understand the potential evolution of energy and climate systetme@ve
considering multiple sustainable development goals and advanced technologiessand f
The three research projects simply differ in terms of their system boesdad in the
methods that are employed. For these reasons, | prefer to think of the threesdfapte
my dissertation as unique “Research Streams”, and | have organized thesgrams
into a logical sequence so that they build off each other at each stage. Asrthe fi

below illustrates shows, the focal area, or scope, of my research expangs a
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dissertation progresses. Depending on the stage of the analysis, this expansion is

sectoral, temporal, geographic, and/or criterial in nature.

Expanding focal area of analysis
{sectoral, temporal, geographic, ariterial)
Research
Stream #3
Research
Sitream 82
MESSAGE
+
CA-TIMES -
Global Energy and
Energy Systems Climate Systems
Modeling and Modeli
Scenario Analysis + " '
for California Anals'ﬂs of Svnergies
\-_._____/.f and Tl'ade-OffS
Between Various
Energy Objectives
—'—'—'_'_'_FJ,

The three dissertation chapters are, for the most part, self-containedpdsaehses its

own introductory material, methodological description, discussion of results, comslusi
and acknowledgements. The only exception is the shared introduction of Part One,
which applies to both the 80in50-US and CA-TIMES research streams. Part Two of the
dissertation contains only the third chapter, which focuses on the energy trade-off
research stream. Note that the first and third chapters of the disseatat rather

succinct in nature, as they either have already been published elsewhere upaita
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other studies and model documentation, which themselves have been previously
published. In contrast, the second chapter is rather long because it describels a mode
(CA-TIMES) that has never before been discussed in the publicly avditabd¢ure. As
with any complex model, a fair amount of prose is required to provide a reasonably

thorough explanation.
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EXECUTIVE SUMMARY

Chapter |

The first chapter of this dissertation explores several scenarios whielva&-80%
reductions in US transportation sector carbon emissions below 1990 levels by 2050
through incorporation of significant technological and behavioral changes. A Kaya
framework that decomposes GHG emissions into the product of four major drivers—
population (P), transport intensity (T), energy intensity (E), and carbon iyt€@si- is
integrated in our scenario analysis model, LEVERS, to analyze mitigatiom®pind
emissions. In addition, our LEVERS framework includes all major transporcobs—
light duty vehicles, buses, heavy-duty trucks, rail, aviation, marine, agriguftiread,

and construction. The values for reduction potential from various options in each of the

subsectors come from an extensive review of the literature.

The scenarios that are developed using the LEVERS model illustrate the enormous
challenges associated with making deep GHG reductions in the US transpaeator.
While they represent only a small subset of all potential futures that coelatiptly

meet the 80% reduction target, they provide value by showing the diversity of dm®oac
that might be pursued. These scenarios, first and foremost, are meant to cosealethe
and scope of the changes required to meet this aggressive target and to motivate the

aggressive action (i.e., policy and technological development) that will be requakd i
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transport subsectors and on all fronts (vehicles, fuels, and travel demand mamge

over the coming decades.

SeveralSilver Bulletscenarios are created in order to show that no one mitigation option
can singlehandedly meet the ambitious GHG goals, especially sinceaoéhldemand

(P x T) in each subsector is expected to increase significantly by 2050. Thidqges a
burden on vehicle and fuel technologies (E x C) to decarbonize, and by our estimsates it
unreasonable to think a single technology approach can shoulder this burden entirely on

its own, given the diversity of vehicle types and requirements in the transpodadttor.

When multiple technological strategies are combined together in a portfolio epproa
however — assuming the wide array of technical, economic, social, and policyngballe

can be overcome — the potential for emission reductions could be greatS@sm8tand
80in50scenarios highlight. This mixed strategy approach would include (1) restraining
the growth in travel demand with strong transport and land use planning policies, and (2)
targeting advanced technologies and fuels to the subsectors where thegtdieasible.
Because multiple options are employed, the portfolio approach reduces the rexyaled |

of vehicle and fuel technology development and usage for any given mitigasitaggtr

A portfolio approach also helps to reduce the sensitivity of GHG emissions to@ny on
technology, resource, or behavioral change and the associated risks dtdggysioes

not succeed.
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Constraints on primary resources and the penetration of new technologies intokiéie ma
could put limits on how deeply US transport emissions might be reduced, however. In
particular, biofuel production is limited by the total amount of biomass resources
available in the US and globally. The use of electric-drive vehicles will noy lidesl

limited by resource constraints, but challenges will arise from thadiofitechnology
development and cost reductions in light of the slow turnover of vehicle fleets, as well a
from the limited applicability of electricity and hydrogen outside of on-raat,and

perhaps some marine applications. Deep emission reductions are also particularl
sensitive to fuel carbon intensities. This depends on the land use impacts (direct and
indirect) of expanded biomass production and the potential of CCS to decarbonize fossil-
based electricity and hydrogen production, neither of which is fully understood at this

time.

The extent to which the transport sector will ultimately need to reduceigsiens is not
certain since deep reductions are not yet law and reductions will likely not He equa
across all sectors of the economy. But as one of the largest current corgribubtal

US GHG emissions, transportation must play a major role (IEA, 2008; Yeh et al), 2008
If the US is to have a low-carbon transportation sector by 2050, it will need to expand its
policy toolkit in order to adequately address emissions from all subsectors.réedive
portfolio approach for mitigating GHG emissions necessitates continsearcd and

policy support for improving vehicle and fuel technologies and reducing transport
intensity. While the potential carbon impacts of the various technology options are

relatively well understood, the impacts of the behavioral options are less soakgpeci
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the non-LDV transport subsectors (UKERC, 2009). Behavioral and structural shange
and policies promoting them, are critically important to alleviate dependenicgure
technology developments and also to reduce other non-GHG-related problemsaoelated t

unchecked growth in travel demand, including traffic congestion and fatalities

Chapter Il

The second chapter of this dissertation describes the development of an energy-
engineering-environmental-economic (4E) systems optimization (lpregramming)
model that represents the vast majority of energy and emission flows withind topen
California. The CA-TIMES model, as it is called, is built within the welaklkshed
MARKAL-TIMES framework and is, thus, extremely rich in bottom-up technological
detail. The main application of the model is to develop scenarios for how California’s
energy system could potentially evolve over the next several decades, in lighhgf st
policies to reduce energy use and greenhouse gas emissions. The scenarfoamaange
business-as-usual Reference Case to a Deep GHG Reduction Scenario, inmikgxh a
strategy, portfolio approach allows California economy-wide emissions txhbeed

80% below 1990 levels by 2050. Several variants of the Deep GHG scenario are then
also developed, in order to explore important sensitivities related to the styrajehe
emissions cap (i.e., less stringent than an 80% reduction) and the ultimate Ipofté&etya
resources and technologies to contribute to greenhouse gas mitigation (e.g.,Idestaina
biomass supply, nuclear power, carbon capture and storage, and electricity raxgemyd

as transportation fuels).
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In sum, this analysis shows that deep, economy-wide reductions on the order of 50% to
80% appear to be technically feasible at reasonable costs (e.g., 1.0% to 2.7% of
California Gross State Product over the 2005-2055 time period, relative to thedaseli
scenario — considering only the transportation, electricity, and fuel comvesetors).

Policy cost estimates of this magnitude are in line with those of other stadies f
decarbonization of the U.S. and global energy systems (IEA, 2010; NRC, 2010). The
bulk of the costs would be incurred in the medium to long term (between 2025 and 2050),
as increasingly advanced technologies are used to make deeper and deepiense

The challenge for policy, however, is perhaps the next ten years (2010-2020). This
analysis shows that whether policymakers ultimately decide to pursue doedaget

of 80% or something much less stringent (say, 50%), the types of technologies that need
to be introduced in the near term are for the most part the same; hence, thenemissi
trajectories up to 2025 would be fairly similar. Furthermore, results of tldy stdicate

that California’s current target for 2020 — the AB32 goal of bringing eamsdack

down to 1990 levels — may not be stringent enough. To allow time for significant market
penetration of the kinds of transformational technologies that will be needed amghe |
term (due to the inertia of energy system infrastructure and investreshtahced
technologies must be introduced over the next ten years at a quicker rate thérewhat
existing 2020 target is likely to motivate. More specifically, over the cominadeées
significant expansion in, or at least the introduction of, the following mitigatiaarspt

are likely needed: renewable electricity generation, specificalhy Wwind, solar, and
geothermal resources; advanced transportation technologies and fuels, ingiofialg,

hybrid-electric vehicles, plug-in hybrid electric vehicles, batedegtric vehicles, and
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hydrogen fuel cell vehicles; and a shift toward greater utilization ofrigiégias an end-
use fuel in the industrial, commercial, residential, and agriculturalrsecDemand
reduction is also likely to play an invaluable role in mitigating future eamssboth
through energy efficiency and conservation efforts and reduced vehicle tideslatter,
which could be achieved by strong transit, land use, and auto pricing policies, sleserve
considerably more attention in the development of energy and climate sceoiarios f

California.

In terms of decarbonizing California’s energy system, the transportatian peses
perhaps the biggest challenge and is therefore the most costly. Over halftafelse s
GHG emissions are attributable to transport at present, resulting pyifnani the
combustion of fossil fuels (gasoline, diesel, jet fuel, and residual fuel oil). Gfegour
because fossil fuels are relied upon so heavily, the potential for reducing trabisiGst
via alternative fuel and vehicle technologies is quite huge. Biofuels are theaats
effective option for making these emission cuts, both from the perspective ofea sing
vehicle or when viewed at the energy systems level, the latter includingrdaeiction
and distribution infrastructure and considering competition for biomass from other
sectors, such as electric generation and industry. The challenge with bisthasdatal
resources, while renewable on an annual basis, are actually rather limitgdf Onl
California were to have access to biomass supplies far beyond its “fair shére”
national or global total (e.g., >30% of all U.S. consumption), would the state be able to
fuel its entire transport sector with biofuels. This is perhaps unlikely in a fahese

other U.S. states and countries are also counting on biomass/biofuels to riegate
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GHG emissions. Given constraints on biomass resources, the results of this analys
indicate that the most optimal use of biofuels is in the non-light duty subsectorsy namel
in the form of bio-derived gasoline, diesel, jet fuel, and residual fuel oil. Therréar

this is fairly intuitive: there are fewer alternative technolodigal/options to reduce

GHG emissions in these other transport subsectors, hence the value of a tonne of biomass
is higher. In fact, a marked advantage of light-duty vehicles is that theyeitea few
alternatives for technology- and fuel-switching. Specifically, dtediive vehicles

could feasibly be used to satisfy a large portion of total VMT demand, wheee&ascédly
and/or hydrogen are simply not realistic alternatives in some of the othecsurbsdue

to range limitations and refueling issues. The GHG reduction scenarios developed here
rely heavily on HEVs and PHEVs (Gasoline and E-85), as well as HydrogentbCVs
some extent, to make deep emission cuts in the light-duty subsector. In contrast, BEV
do not penetrate the LDV market to any significant degree, a result that mayniae/&®

do with model dynamics than anything else. BEVs are not favored by the moaie$dec
of the various inputs that are currently assumed for the efficiencies anafceskscles

and plug-in recharging infrastructure. The assumed costs for BEVs, fimgastre

higher than for other advanced vehicle technologies because, in an effort to &lé fair
vehicles in CA-TIMES are assumed to have roughly the same size, waige, power,
etc. While this aggregated level of vehicle class representation folodtgoart makes
sense within the modeling framework, it potentially disadvantages BEVd) wiag be
particularly well suited to the small car and small light truck marets urban driving,
where travel distances are shorter. The current version of CA-TIMES is noo able

capture this possibility, though future work may attempt to address this issue.
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As the transport sector is decarbonized, emissions from the energy supplyfconvers
sector are likely to be reduced significantly as well, since the typesiliida that

produce low-carbon transport fuels (e.g., bio-refineries, FT syn-fuels palration

plants, hydrogen plants, zero- and low-carbon electricity generation) tendt iowmi
levels of greenhouse gases, or at least they would in a low-carbon future. dthe exa
carbon signature of these fuels, of course, depends on which energy resources are used
for generating heat and electricity at these plants, and also whethercarlmat capture
and storage is utilized. Bio-CCS technologies appear to be an espetiadlinat means

by which to decarbonize the energy system, since they allow for negatiwogmig.e.,
permanently storing biomass carbon underground). In the scenarios developed in this
study, bio-CCS play a major role in reducing GHG emissions while at thetsaene

taking the burden off of other sectors, namely transport, which have higher abatement
costs. When bio-CCS technologies are eliminated from the potential technology
portfolio, however, the transport sector is forced to decarbonize much more sigiyificant
and in the light-duty sector in particular, more advanced electric-drive @glflfHEVS

and Hydrogen FCVs) become a preferred option for making these emissions cuts.

Emissions from the industrial, commercial, residential, and agricult@RA) end-use
sectors are reduced in this study through energy efficiency and fudhissgitdn
particular, drawing on other scenario studies by the IEA (2010), the Deep GHG
Reduction Scenario assumes that an increasing share of energy demanualyis me

electricity and natural gas in the ICRA sectors in the future. How aigheese
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emission reductions actually are depends in large part on the simultaneous
decarbonization of the electric sector, which also appears to be a likely ottome

stringent climate policy, as found in this and numerous other studies.

Comparatively, reducing emissions from electric generation is f&tndyghtforward and
can be done at abatement costs that are lower than in the transport and energy supply
sectors (IEA, 2010). Nonetheless, significant hurdles still remain, particulith
respect to spatial and temporal issues. For example, it could potentially be quite
expensive to tap solar, wind, and geothermal resources in distant out-dbcafitns,
owing to the substantial capital investments required for long-distancentsaien lines.
In addition, it is still not entirely clear whether intermittent renaes, especially solar
and wind, can be relied upon to contribute a majority share of total electriatjenge
unless significant storage and/or back-up capacity is built as well. Ferrdeesons, the
availability of nuclear power and fossil and/or biomass CCS is criticahasdotwv-carbon
options for baseload generation remain in play. If nuclear and CCS are wisaht a
from the technology portfolio, as one variant of the Deep GHG Reduction Scenario
illustrates, then it will likely become considerably more difficult, amteed more costly,
to achieve a deep reduction target, if it is even possible. Other scenario ‘aadrts
similar conclusions when biomass resources are significantly constraingéeio the
potential for electricity and hydrogen to be used in the transport sector is cablide

limited.
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An important caveat to this analysis is that it only does a partial econorpicrdiog. In
other words, it attempts to capture the total energy systsisof climate mitigation but
largely ignores the significant econontienefitsof pursuing this goal. For instance, the
analysis does not consider the avoided costs (i.e., benefits) of climate ¢hangamore
frequent extreme weather events, impacts on global agriculture and food odacti
of climate adaptation (e.g., construction of sea walls, relocation of coaptdapons).
Similarly, the benefits accruing from reduced health expenditures andsedria
expectancies, to the extent they can attributed to climate mitigation, haveemot
monetized here. Given this partial accounting, it is highly likely that thefigoges
shown in this chapter are somewhat overestimated, a practice that is a knowntissue w
integrated assessment models used to inform energy and climate policyiidamet et

al., 2010).

Chapter Il

The third chapter of this dissertation attempts to illuminate some of the kegisgner

and to a lesser extent the trade-offs, between climate mitigation, eeergiys air

pollution and human health, and affordability, highlighting the main results and findings
from an analysis that was conducted with researchers at the Interhitstivate for

Applied Systems Analysis (IIASA) in support of the Global Energy AssesqG&#,

2011). To this end, two tools are jointly utilized in this study: a systems engipeeri
global energy model (MESSAGE) and a global climate model (MAGICC§uin, a

wide array of plausible energy futures are generated and analyzed, itoandderstand

the potential evolution of the global energy system, and the subsequent climate syste
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response, over the twenty-first century, under varying assumptions for enargtysec
air pollution, and greenhouse gas emissions. Each of these scenarios looks different, i
both its inputs and outputs, and on a sliding scale of satisfaction, each meets thd differe

energy system objectives to varying degrees.

This work is predicated on the notion that the energy system of the future could
potentially develop along a number of different paths, depending on how society and its
decision makers prioritize various, worthwhile energy objectives. Thesetiobgeare
generally discussed in the context of different timeframes (e.g. tyemod

pollution/health in the near term; climate in the medium to long term). Therédiese
frequently compete for attention in the policy world. An added challenge is thanyn m
countries separate policy institutions are often responsible for dealimgheitmultiple
objectives. As a result, important synergies between them are either overlooked or
simply not understood, and the costs of reaching each objective individually are often
overstated. By taking a more holistic and integrated perspective, we find that the

synergies between the society’s various energy objectives far outleigiade-offs.

A commonly discussed long-term goal for climate mitigation is the deecé °C

target” — i.e., staying below 2 °C maximum temperature rise, relative-todarstrial

levels, throughout the twenty-first century — which is thought to be needed to avoid
dangerous interference with the climate system (Solomon et al., 2007). Magithei
likelihood of achieving the 2 °C target depends, above all, on making deep reductions in

greenhouse gas emissions over the next several decades, a feat that vadipallyri
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accomplished by dramatically scaling up the utilization of zero-carbogyener
technologies (nuclear, biomass, and other renewables) in the global energy mix.
Specifically, meeting the 2 °C target with greater than 50% probability ionigedrm
requires zero-carbon energy shares (relative to total global primagyengply) that

are 25% or higher in the near term (2030). Furthermore, because it is pollutiandree
can be derived from a variety of sources, zero-carbon energy also has thelgotentia
significantly decrease air pollution and its corresponding health impactg|lassw
improve security through supply diversification and reduced import dependence. For
example, results of this analysis show that near-term targets for polludigetios — both
globally and in key developing world regions where air pollution and its health impacts
are strongest — can be achieved just as effectively through decarbonigdtiey aan
through more stringent pollution control measures that are enacted in the absence of
climate policy. The main pollution-climate trade-off centers around thi, $matinon-
trivial, impact that lower levels of air pollutant emissions, namely céncabling

aerosols (e.g., S{and organic carbon), could have on the radiative forcing balance of the
Earth. For a constant level of GHG emissions, stringent pollution controigsatiould
potentially increase global temperatures by a few tenths of a degreequensy

lowering the probability of staying below 2 °C maximum temperaturdyiseveral
percentage points. In terms of security benefits, substitution of domegpicallyced
renewables (biomass, hydro, wind, solar, and geothermal) for imports of globddig tra
fossil commodities (coal, oil, and natural gas) could simultaneously redpogtim
dependence and diversify the energy resource mix away from one that relieavibo he

on fossil energy.

XXXI



Viewed from an holistic and integrated perspective, the combined costs okclimat
mitigation, energy security, and air pollution control come at a significaediyced total
energy bill if the multiple benefits of each are properly accounted for in khdatson of
total energysystentosts (i.e., when taking a systems view of the problem). For instance,
our findings show that the total added costs of pollution control are cut significantly a
the stringency of climate policy increases and the utilization of ztwmsn, pollution-

free (hence, pollution control-free) technologies rises. In fact, pollutioinad@ost
reductions of greater than 80% are possible in the most stringent climateascena
Similarly, security costs also substantially decrease under inaqyBaaggressive levels

of decarbonization. And in scenarios with extremely stringent climate gmlitie added
costs of security actually approach zero. While steps taken to mitigaterthgeavill
necessarily add to total energy system costs compared to a baselime sttesse

climate costs will be substantially compensated for by the correspondinggolluti

control and energy security cost reductions.
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PART ONE



Introduction

The energy challenges facing society are as varied as they areagcetor this reason
energy has become a key area to address in the twenty-first centuryal @eaing these
concerns is the specter of global climate change. The impact of gedyction and
consumption on the earth’s climate system has been well documented, and scientific
studies now suggest that annual greenhouse gas (GHG) emissions must be cut 50 to 80
per cent worldwide by 2050 in order to stabilize the climate and avoid the most
destructive impacts of climate change (IPCC, 2007). Toward this goalakever
governments have adopted emissions targets for 2050 (in many cases, thiky are s
aspirational targets), including Germany, Australia, the UK, the Europeiam land the

state of California. The United States currently has no laws spdpgifiesigned to cut

GHG emissions, but momentum is growing at both the national and state lewgls (Lit
2008; Lutsey and Sperling, 2008; Pew, 2009). In fact, several climate chdsdabd

been proposed in the US Congress over the past several years to set up a domestic
emissions trading program with a declining cap on annual GHG emissions thdt woul
ultimately lead to economy-wide reductions in the range of 50-80% by'#06limate
change has also become a core issue at the international level. In 200%af@eirthe

Group of Eight (G8) industrialized nations agreed to reduce global GHG emiS8éigns
below 1990 levels by 2050, with the intent to hold global warming to less than 2 degrees

Celsius above pre-industrial levels (G8, 2009). The Copenhagen Accord latedadopte

! An 80% reduction in annual US GHG emissions (falhsources) below 1990 levels is equivalent to an
83% reduction below 2005. Annual GHGs in 1990 wiet® lower than in 2005 [EPA, 2008b. Inventory
of U.S. Greenhouse Gas Emissions and Sinks: 1906-Fhvironmental Protection Agency, Washington,
DC.].

2«“Comparison of Legislative Climate Change Targatéorld Resources Institute
(http://lwww.wri.org/publication/usclimatetargets)da(http://www.wri.org/chart/comparison-legislative
climate-change-targets-110th-congress-1990-2050)



the 2° C target. Here in Californglpbal climate change could have a pronounioeal
impact, affecting the state’s economy, natural and managed ecosystémsnsan

health and mortality (California Department of Environmental Protection, 2006).

Yet, despite the growing consensus for the need to reduce greenhousésgamsnthe
strategies for meeting these ambitious targets have not been clearkgddahnd the
technology and policy options are not well enough understood. For years, scenario
analyses and energy modeling tools have been used widely to envision the potential
evolution of energy systems over time. Until more recently, however, very fewstudi
had done detailed analyses of hd@epcuts in greenhouse gas emissions could be made
across all energy sectors in the long-term, using commercial or nearecoiarfow-

carbon and advanced technologies and fuels. In particular, the literature laaksgs
focusing specifically on making deep cuts in transport sector emissions, mihethe

California or the United States or at the global level.

A large number of studies have investigated different aspects of making traespart s
GHG reductions, but very few have simultaneously included all transport saissec

their analyses or have looked at scenarios for making deep emissions clgast(#tis

was true at the start of this dissertation project.) Most scenario aédyge

(Bandivadekar et al., 2008; Grimes-Casey et al., 2009; Mui et al., 2007; NRC, 2008; Ye
et al., 2008)) concentrate only on light-duty vehicles (LDV) since they makeachpas

large share (60%) of US transport GHGs, whereas the few studies that do include

additional on- and non-road subsectors (e.g., (IEA, 2008; WBCSD, 2004)) concentrate



their analyses at the global level, meaning one cannot easily use thesads the

evolution of national and sub-national transportation systems, such as those in @aliforni
and the US. Similarly, while several studies have looked at slight to mod=tattions

from the LDV subsector (e.g., (Bandivadekar et al., 2008; Mui et al., 2007)), very few
consider the feasibility of making deep carbon cuts in the long-term. For example,
WBCSD (2004) develops a scenario that combines multiple GHG mitigatiorgstsaie
order to bring global annual road vehicle emissions back down to 2000 levels by 2050.
In addition, a recent report by the National Research Council develops a “dgdrog
Success” scenario, in which LDV emissions are reduced 50% below 2005 levels by 2050,
as well as a portfolio scenario, in which advanced biofuels and high efficierayaht
combustion engine vehicles also achieve significant penetration, helping to GdGse

even further (85%).

Over the past two years, as energy and climate change have become even more
prominent concerns, researchers and analysts have started to fill the void eraherdt
discussed above. In fact, some of the first major research in this area haarbedroat

by myself and colleagues in the STEPS Program at UC Davis — e.g., see the
“80in50"studies by Yang, McCollum et al. (2009) and McCollum and Yang (2009), who
analyzed scenarios for making deep cuts in emissions across all transpatiossilise
California and the US, respectively. The US-focud@ad50analysis is the subject of the

first chapter of this dissertation.



As discussed in Section I, tBOin50studies investigate the potential for reducing
transport GHG emissions 50-80% below 1990 levels by 2050. Scenarios are used to
envision how such a significant decarbonization might be achieved through the
application of advanced vehicle technologies and fuels, and various options for
behavioral change. In contrast to most previous studies, a relatively singgdle, ea
adaptable modeling methodology is developed, which can incorporate insights from othe
modeling studies and organize them in a way that is easy for policymakers tstamdler
Also, a wider range of transportation subsectors is considered than in otherstudies
light and heavy duty vehicles, aviation, rail, marine, agriculture, off-road, and
construction. The analysis investigates scenarios with multiple emssgduction
options (increased efficiency, lower-carbon fuels, and travel demand masrayenross
the various subsectors. In support of this effort, two Excel-based spreadsheétignodel
tools have been developed, which quantify the emission reductions potential of the
various GHG mitigation strategies in the California and US transportatiarseddne
version of this so-called Long-term Evaluation of Vehicle Emission Reductiate§ies
(LEVERS) model was tailored to California while another one focused on the er8ire U
The analytical framework of these models relies on decomposing total GHGi@msi

into four main drivers (population, travel demand, vehicle fuel consumption, and fuel
carbon intensity) and expressing emissions as a product of those drivers. ulgoagic
transport-variant of the Kaya identity is used to do the decomposition analygss (Ka

1990). Note that several other studies have utilized similar decomposition approache

% Note that thé0in50research project originally started out as anyaimfor California, but was
eventually expanded to take on a US focus, as makEVERS model. My role in this research was the
following: (1) in the CalifornigBOin50project, | was the lead graduate student reseatctter the
supervision of Dr. Christopher Yang; and (2) in tff#80in50project, | was the lead project investigator,
working closely with Dr. Yang on the analysis.



recent years to study historical energy use and GHG emissions (Ang arg] Z06@o;

Lakshmanan and Han, 1997; Mui et al., 2007; Schipper et al., 2001; Scholl et al., 1996).

While the80in50studies were successful in answering the types of research questions
they were intended for, like any research project they had several imponigatidns.

Hence, to start to address these shortcomings and to further push our scenar® analysi
capabilities, our research group at UC-Davis undertook the development of an energy-
engineering-environmental-economic systems optimization model. This typwlof
represents yet another method for developing energy scenarios. Well-knownesxaimpl
such models include the US Energy Information Administration’s NEMS mdeel)$
Environmental Protection Agency’s nine-region MARKet ALlocation (MARKAL

model for the United States, and the International Energy Agency’s glokiRKIML

model. Each of these is capable of analyzing all transport subsectors siougtgne

along with all other components of the energy system. However, until recently, none had
been utilized to study in detail how deep emission reductions could be made in the long-
term from all energy sectors, and in particular from all transport subsd¢etgr, see
(Gallagher and Collantes, 2008)). Another problem with these models, at lelst for t
purposes of this dissertation, is that because they are so broad in their geogoggghic s

(in general, this is a good thing), they are not really conducive to carnyir@atifornia-

specific analyses.

As described in Section Il, for a large part of my dissertation work, | teeveloped an

early version of the CA-TIMES energy systems optimization model. In SAARTIKIES



is a technologically-rich, energy systems model for California, alonkntbe of those
models developed and maintained by the EIA, IEA, and EPA. Itis a variant of the
MARKAL and TIMES family of energy models, which focuses on the Califoeniergy
system and contains California-specific data and assumptions. CA-TIMESeB[® a
unique simulation tool in that it is the first publicly available model of its kinithe

state. Other types of economic models have previously been used for near-term (2020)
energy and climate policy analysis in California, for example, the Er2820 model by
Systematic Solutions; an electricity and natural gas sector model byyEarel
Environmental Economics (E3); and the Environmental Revenue Dynamic Assessment
Model (E-DRAM) by UC-Berkeley, California Department of Finance, aalif@nia

Air Resources Board. However, CA-TIMES is different from some or aliedd

models in that contains richer, bottom-up technological detail, covers all sectioes of
California energy economy, is primarily focused on the medium to long term (2020-
2050), and resides in the public domain. As California moves forward with a broad
spectrum of carbon emissions reduction policies, there is a strong need for this kind of
transparent, flexible, and accessible analysis tool to help inform policyahecisvly
dissertation work begins this process by performing scenario analyaksgtag policy,

and presenting technological portraits for the future given the specific conditains

exist within the state. In this way, it fills an important void in the liteeaaind research
community, specifically in California. In addition, the CA-TIMES energstems

modeling project addresses some of the limitations o8@nEs0research by further
expanding the scope of the analysis. First, since the CA-TIMES model is an-energy

engineering-environmentakconomicsystems optimization model, it brings costs and



prices into the analysis as decision variables. This means future techngdbgy-f
combinations are selected endogenously by the model, rather than exogenously, as is
done in the origina0in50research. Second, whereas&be50research looks at
scenario “snapshots” in the year 2050, my analyses with CA-TIMES look aatisgion
pathway from now to 2050, allowing me to focus on important milestone years for policy
(e.qg., 2020). Third, all energy producing and consuming sectors are represemeed in t
CA-TIMES systemsnodel, as opposed to representation of only the transport sector.
This permits an improved understanding of the potential responses of thepetgg
system to a suite of energy and climate policies, since cross-sekémes are accounted
for. As an example, competition for limited primary energy resources caoise
accurately modeled under the CA-TIMES framework (e.g., biomass for trangporta

fuels vs. biomass for electricity production).

The main objective in creating a MARKAL-TIMES model for California is to dgve

and analyze scenarios for meeting future energy and emissions reduction goas, w

eye toward the transportation, electricity, and energy supply and conversions.sén

other words, this research is a direct extension o80@my50work, though a bit more
complex and comprehensive in nature. The aim is to provide insights on how economic
drivers, such as cost considerations and an emissions trading program, aed, pikeca
renewable portfolio standard (RPS) for electricity, biofuels mandatés,edmcle tailpipe
emissions standards, might affect future decisions on the investment of futwe ener

technologies and utilization of resources under various scenarios.



The CA-TIMES research builds on several previous studies that have used a bottom-up
energy systems optimization model approach for developing transportationestena
These include Schafer and Jacoby (2006), IEA (2008), IEA (2010), and Yeh2€0&)). (
For example, Schafer and Jacoby (2006) combine MARKAL with a computableabener
equilibrium model and a modal split model in order to estimate the impact of advanced
vehicle technologies on GHGs. They conclude that given an economy-wide reduction
target, advanced vehicles will not be utilized in large numbers until gasolies pge to
extremely high levels (US$9.50/gal, or $2.50/L). Similarly, Yeh et al. (2088)iad

that, under an economy-wide target and because of relatively high margieahabiat
costs, the transport sector will likely not contribute significantly to Geldaictions until
less expensive mitigation options in other sectors (such as electricity poojlinetve

first been exhausted and the prevailing price o 683 risen substantially. Moreover,

the IEA’s Energy Technology Perspectives (ETP) studies show that if 5@&0%0)
economy-wide reductions are to be made in the long-term, all sectors okthy e

system will eventually need to be significantly decarbonized. IEA finds tHahghdeep
reductions in global emissions will require an energy revolution, and they havatesti
that in an optimistic case (their BLUE Map scenario), reducing global bGt@
emissions 50% below 2005 levels by 2050 (requiring 80% reductions in the U.S. and
other industrialized countries) would involve the utilization of technologies withQinz
abatement costs up to about $200/tonne.CIhe IEA ETP studies show that if deep
GHG reductions are to be made in the long term, the transport sector, which siéaount
a significant 23% of global GHG emissions at present — in the US the corresponding

figure is 29%, and in California 40% (CARB, 2008a; EPA, 2006; ITF, 2008) — will have



to play a major role. Their analyses show, in particular, that the most important
mitigation strategies are likely to be improved vehicle efficiendeduels, and

advanced technologies such as hydrogen and electric vehicles.

10
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RESEARCH STREAM #1

l. Achieving deep reductions in US transport greenhowsgas

emissions: Scenario analysis and policy implicatian(80in50)

David McCollum, Christopher Yang

Institute of Transportation Studies, University of California-Davis

Abstract:

This chapter investigates the potential for making deep cuts in US tratisporta
greenhouse gas (GHG) emissions in the long-term (50-80% below 1990 levels by 2050).
Scenarios are used to envision how such a significant decarbonization might bedachieve
through the application of advanced vehicle technologies and fuels, and various options
for behavioral change. A Kaya framework that decomposes GHG emissions into the
product of four major drivers is used to analyze emissions and mitigation options. In
contrast to most previous studies, a relatively simple, easily adaptablemgodeli
methodology is used which can incorporate insights from other modeling studies and
organize them in a way that is easy for policymakers to understand. Also, a wigker ra

of transportation subsectors is considered here—light and heavy duty vehiclegnaviati
rail, marine, agriculture, off-road, and construction. This analysis investigaénarios

with multiple options (increased efficiency, lower-carbon fuels, and tcermabnd

management) across the various subsectors and confirms the notion that there are
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“silver bullet” strategies for making deep cuts in transport GHGs. Ilftantial emission
reductions are to be made, considerable action is needed on all fronts, and no subsectors
can be ignored. Light duty vehicles offer the greatest potential for emissioctions;

however, while deep reductions in other subsectors are also possible, thebeeare m
limitations in the types of fuels and propulsion systems that can be used. lresll cas

travel demand management strategies are critical; deep emissionlicots kikely be

possible without slowing growth in travel demand across all modes. Even though these
scenarios represent only a small subset of the potential futures in which deejpmsduct
might be achieved, they provide a sense of the magnitude of changes required in our
transportation system and the need for early and aggressive action glontgtgets are

to be met.

" Note The text of this chapter is primarily derivedift anEnergy Policypaper that was published by me
and Chris Yang in 2009. Therefore, in some plélsesvoice” may sound more like that of a journal
article. (For the full paper, see the followingerence: McCollum, David L. and Christopher Ya2§@9)
Achieving Deep Reductions in U.S. Transport GreeiskdGas Emissions: Scenario Analysis and Policy

Implications.Energy Policy37 (12), 5580 — 5596.)
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.1 Historical Energy Use and Emissions in the US Transport Sector

In this chapterDomesticGHG emissions include those emissions generated from trips
taking place entirely within the US—i.e., from a US origin to a US destinddeerall
emissions attempt to include half of all emissions generated from tripgihier an

origin or destination in the US, which captures emissions generated as afreslt
passenger and goods transport abroad. In parti€Narall emissions include

international aviation and marine travel where an airplane or ship leaves\es &om)

the U.S. for (or from) points abroad. Thus, the aviation and marine subsectors account for
a larger share ddverall emissions than they do Dlbmesticemissions. We estimate

total Domesticwell-to-wheel emissions from US transportation in 1990 were
approximately 1,921 million metric tonnes @YMMTCO,e)* Overall emissions were

2,104 MMTCQe. Note that these figures are higher than those reported elsewhere (e.g.,
in EPA (2006)) for US on- and off-road mobile source emissions because ourestimat
are lifecycle emissions while others may only report end-use emiggaesated from

fuel combustion onboard the vehicle.

Table 1 gives a breakdown of transportation energy use and lifecycle Gl¥&€amiby
subsector in the US in 1990 for both themesticandOverall cases. Light-duty cars and
trucks (passenger cars, pickup trucks, SUVs, minivans, and motorcycles) were
responsible for about 60% DBiomesticGHG emissions. Heavy-duty vehicles (large

trucks and buses) accounted for another 17%. Domestic aviation (including commercial

* MMT = million metric tonnes; C@ includes C@ CH,, and NO weighted by their respective global
warming potentials (100-year timeframe). The te@@ and greenhouse gases are used interchangeably in
this paper, as calculations are based upon equivedebon dioxide emissions (G&€) using global

warming potential of different GHGs.
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(passenger), freight, and general aviation) comprised 11% of emissions, and the
remaining 12% was from a combination of rail, domestic marine, agriculture, fand of
road equipment. The breakdown of energy use by subsector is very similar to that for
GHG emissions because of the overwhelming reliance on various forms ofyatrole

fuels, which all have similar carbon intensity values.

Aviation emissions shown here only account for the six GHGs included in the Kyoto
Protocol, and in particular GOCH,, and NO, though emissions of NOSQ,, H,O, and

soot (i.e., non-C@aviation emissions) also impact the climate when released in the upper
atmosphere (IPCC, 1999). The radiative forcing associated with thes@esniss

influenced by their short persistence in the atmosphere (hours to dayspr(Eoet,

2006). To account for the additional climate impacts that nopeédtissions may cause,
some have proposed multipliers (‘uplift factors’) for converting a given quanftitgn-

CO, emissions into the standard €€yuivalent metric (Macintosh and Wallace, 2009).
Current estimates lie in the range of 1.5-4.0, though considerable unceriflirgynstins

(Forster et al., 2007; Marbaix et al., 2008)}.

Table 1 Transportation Energy Use and Lifecycle Enssions by Subsector in the US in 1990
(Based on authors’ calculations using data from nugrous sources)

Energy Use GHG Emissions*
Subsector Vehicle Type Domestic Overall Domestic Overall
: = MMT | MMT .
L9 L9 L9 L9
(PJ) : & (PJ) : & CO.e ! & COe ! &
Light-duty Cars & Trucks | 12,603 60.1% 12,603 54.894,159: 60.3%| 1,159 55.1%
Heavy- Buses 176 0.8% 176 0.8% 16 0.8% 16. 0.8%
duty Heavy Trucks 3,370 16.1% 3,370 14.71% 30415.8% 304 14.5%
. Commercial | ) 779! g5 2335 10.2% 160 8.3%| 210! 10.0%
Aviation (Passenger) ! ! ! !
Freight 365, 1.7% 555 2.4% 33 1.7% 50! 2.4%
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General 139  0.7% 139 0.6% 13 0.7% 13! 0.6%
Rail Passenger 77 0.4% 77  0.3% 14 0.7% 14. 0.6%

Freight 458 229 458  2.0% 41 2.1% 411 2.0%

:‘rilr_ge Marine -1 0.0%| 1,278 5.69 - 0.0%| 115 5.5%
Marine Large Marine =1 5,11 1 60| 341  1.5% 31 1.6% 31 1.5%

Domestic ! ! : !

Personal Boats 197  0.9% 197  0.9% 118 0.9% 18! 0.9%
Agriculture  Agriculture 444 2.19 444 1.9% 40 2.1% 400 1.9%
Off-road Off-road 1,017  4.9% 1,017 4.4% D2 4.8% 92! 4.4%
Total — All subsectors 20,966 ! 22,990 1,921 2,104

* Emissions estimates reported here are highertth@se from other published studies because wadecl
the GHGs produced during upstream (“well-to-tarfid§l production processes.

1.2 Methodology

This analysis builds upon previous work completed by UC-Davis researchers, which
looked at how the US state of California might reduce its transport sector (MdGs et
al., 2009). For that analysis, the Long-term Evaluation of Vehicle Emissducien
Strategies (LEVERS) model was developed to quantify the emission mtipbtential
of the various GHG mitigation strategies in California’s transportaticioiséithe scope
of the LEVERS model has since been expanded to conduct US-focused aha@heses.
analytical framework relies on decomposing total GHG emissions into a hané&y of
drivers and expressing emissions as a product of those drivers. Decompositios analysi
has become a popular energy and environmental analysis tool in recent yepasi@A
Zhang, 2000; Schipper et al., 2001), and several studies have used decomposition
analysis to study historical energy use and GHG emissions in US transpoaloskgter

(Lakshmanan and Han, 1997; Mui et al., 2007; Scholl et al., 1996).

® For an expanded description of the LEVERS modélaihinput assumptions, the interested reader is
encouraged to see the appendix to the publigmedgy Policypaper, on which this chapter is based.
(McCollum, David L. and Christopher Yang (2009) Amling Deep Reductions in U.S. Transport
Greenhouse Gas Emissions: Scenario Analysis anclyPRuoiplications.Energy Policy37 (12), 5580 —
5596.)
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In this analysis, a transport-variant of the Kaya identity is used (Kaya), 39i¢h
decomposes transportation g missions into four main drivers: population, travel
demand, vehicle fuel consumption, and fuel carbon intensity. This Kaya equation is
developed for each transport subsector and vehicle type and is summed over these
categories to obtain emissions for the entire transport sector (see eqluaBpngang et

al. (2008) and Yang et al. (2009) describe this framework in more detail.

co, E(Population)(TranSportj Energy | Carbon} o 1L ExcC (1)
Person M Transport)\ Energy
COZ,Transport = ZZ COZi,j = ZZ P x Tll X EJ X C;'vj (2)
i ] | ]

wherei = subsector, = vehicle type

Population (P) and transport intensity (T) are the societal, or activity, penanBoth of
these terms are projected to increase substantially by 2050 under busingsalas-
conditions. The latter two parameters in the identity are technological in rnextergy
intensity (E) describes the energy use per-mile (e.g., MJ/miledrdport, and carbon
intensity (C) describes the carbon emissions per unit of energy (e.ge/CRy )°.
Together they define the amount of carbon emitted per-mile of transport. Thentl, €, a
parameters represent the three main “levers” for reducing transp&te@ttsions. In

this analysis, population is not considered as a potential lever. In all scermi0S t

® In this chapter, the carbon intensity values Amw on a lower heating value (LHV) basis, whelieas
the next chapter on the CA-TIMES work, they arevalon a higher heating value (HHV) basis. Most
studies report carbon intensities in terms of LH&&sthey represent the actual quantity of emissions
associated with the amount of useable energy amddn a given quantity of fuel (minus the lateeatof
vaporization of HO, since the energy contained in water vapor géigenads up as waste heat on-board a
vehicle).
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population is assumed to increase 69% from 248.7 million in 1990 to 419.9 million in

2050 (U.S. Census Bureau, 2008a, b).

Our study is informed by numerous other studies and reports found in the literature,
which discuss the various strategies available for mitigating emgsi the different
transport subsectors by pulling the transport, energy, and carbon intensiy(ége

(An and Santini, 2004; Ang-Olson and Schroeer, 2003; Arthur D. Little, 2002; CARB,
2004; Cowart, 2008a; EUCAR, 2007; Eyring et al., 2005; Frey, 2007; Greene and
Schafer, 2003; Greszler, 2007; IEA, 2008; IUR, 2008; Kahn Ribeiro et al., 2007;iKasser
and Heywood, 2007; Kromer and Heywood, 2007b; Marintek, 2000; O'Connor, 200743,
Rodier, 2009; Weiss, 2000; Yang et al., 2008)). In this study, we do not explicitgl mod
the economics (e.g., costs and benefits) and dynamics (e.qg., interactionsatching
transition issues) associated with specific mitigation options, although othersstudi
addressing these issues have informed our judgments as to what is plausible in the 2050
timeframe, with respect to technology, economics, consumer acceptanciyetules

and behavioral change. The mitigation options described in these numerous studies for
the various transport subsectors (e.g., possible changes in vehicle effitd@nrcarbon

fuel options and availability and potential for travel demand reduction) were combined
using the LEVERS model in order to construct the various scenarios that make up this

analysis.

Lifecycle fuel carbon intensity assumptions in our analysis are taken from the

Greenhouse gas Regulated Emissions and Energy Use in Transportation (GREEI)
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developed by Argonne National Laboratory (Wang, 2007). While a number of alternative
lifecycle analysis models and studies exist and while there is some cosyrover

which best represents reality (e.g., (Delucchi, 2003; JRC/IES, 2008;nTdta., 2006)),

we ultimately chose GREET because it is comprehensive in its coverage phésets

US focus, and is relatively transparent, publicly available, and widely used by
transportation-energy researchers. It is also likely to be fartolitne intended audience

of this paper. Like any lifecycle analysis (LCA) model, GREET hadrgagths and
weaknesses and involves many debatable assumptions, all of which have been inherited

into our analysis as well.

As in other recent scenario analyses (Grimes-Casey et al., 200%i@taddi, 2009), we
use lifecycle emissions instead of end-use emissions because we are usihgfoa one
specific sector, transport. The opposite approach would ignore the spillover effiaets
transport sector in other sectors (e.g., agricultural, electricity, fadluption) in terms of
upstream emissions, which would distort the analysis by giving one a falses @tt
which mitigation options are preferred, especially those which have low end-us
emissions (e.g., hydrogen and electricity) but whose production-relatedamst
emissions can vary widely. This approach is necessary, since a major tposstddy is
to envision how significant decarbonization of the transport sector might be achieved
based on using a variety of transport sector strategies. It is important tbataiartLCA
system boundary includes transportation fuel production and biomass production in the

agriculture sector, but excludes vehicle manufacture and disposal.
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1.3 Results and Scenarios for 2050

Three sets of scenarios and their underlying assumptions were developesl ffioojtut

and are presented and discussed below: RBfarencescenario to establish a business-
as-usual baseline for comparison, &yer Bulletscenarios to examine the potential
reductions from individual solutions and &)in50and80in50scenarios to illustrate
several mixed (i.e., portfolio) strategy approaches for reducing emig€ie88% below

1990 levels by 2050. None of these scenarios should not be taken as predictions or
forecasts of the future. Rather, they are composed of a large number of assumptions
informed from other studies about what a 2050 world could potentially look like in terms
of travel demand and alternative fuel and advanced vehicle technology adoption for

different levels of GHG reduction.

1.3.1 Reference Scenario
TheReferencescenario describes a future where very little is done specifically tessddr

climate change, and transportation activity and technology development followdailst
trends. It is built from assumptions informed by dozens of other studies. In this busines
as-usual scenario, population grows 69% from 249 million in 1990 to 420 million in

2050, and across all subsectors transport intensity (T) is expected to ingeéisaustly
(doubling, on average), with the aviation subsector seeing the largest relatitle gr

(Table 2). Vehicle load factors (passengers/vehicle) are assumedtodaarte as in

1990. Total travel demand (P x T) is nearly 3.4 times the 1990 value Dothesticcase

and 4.2 times higher in ti@verall case. These projections are based largely on the EIA’s
Annual Energy Outlook (AEO) 2008 Reference Case projections to 2030, which we have

extended to 2050 using linear extrapolation (EIA, 2008a). Alternately, using progecti



20

from the EIA’s High Price Case would bring down the expected growth in travelrde
For light-duty vehicles, the projected growth from 1990 to 2050 would be just 51%,
instead of the 71% shown in Table 2. This would translate into an increase in LDV GHGs

of only 24%, compared to 41%.

In theReferencescenario, conventional vehicles and fuels continue to be employed. In
the light-duty vehicle (LDV) subsector, there is a fairly significaaluction in fleet

energy intensity (47%) compared to 1990, which assumes that the average omiroad fu
economy is 35 miles per gallon (mpg)—i.e., equal to the 2007 federal Corporate Average
Fuel Economy (CAFE) standards (35 mpg (6.7 L/100km) tested for new vehicles in
2020)’ For most other subsectors, average fleet energy intensities in 2050 aredassume
be slightly lower than they were in 2005. For aviation, reductions are greater.1981@,
fleet-average energy intensities (per passenger- or ton-mile) focbotmercial and

freight aircraft have already declined by more than 30% (ORNL, 2008).tlate(2001)
estimate that if historical trends continue to persist into the future, eneeggitrgs of

new aircraft will be reduced 30-50% between 2000 and 2025 and that these levels will
represent the fleet average by 2050. These significant reductions will réwguire t
widespread adoption of state-of-the-art aircraft technologies such aefincient

propulsion systems, advanced lightweight materials, and improved aerodynagiics (e
winglets, increased wingspans), and potentially the adoption of even more advanced
technologies—e.g., laminar flow control, unducted fan open-rotor engines, and improved

air traffic control systems) (IEA, 2008; Lee et al., 2001; Schafdr,&0D9).

" CAFE standards would have to be raised slightljpohd 35 mpg as test cycle fuel economies are
typically higher than on-road values and correttgdnultiplying test numbers by a factor of 0.80.
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Table 2 shows that total transport sector-wide energy intensity is redbffedetween

1990 and 2050, and the average carbon intensity of all transportation fuels is about 2%
lower than in 1990. In the LDV subsector, the carbon intensity reduction is g&aler (
due to the use of low-carbon biofuels for blending in LDVs, which in 2050 is assumed to
be consistent with the new Renewable Fuels Standard (RFS) targets for 2022 —
approximately 24 billion gallons gasoline equivalent (gge) — and that all biohralks c

from low lifecycle GHG cellulosic sources. The reduction in fuel carbon inyeingm

biofuels is balanced by the increased use of oil from higher carbon, unconventional

sources in all subsectors.

Domestic(lifecycle) emissions reach 3,496 MMT@&in 2050 (+82% from 1990) while

in theOverall emissions case they reach 4,210 MMTLEQR-100% from 1990).

Table 2 Change in Transport Intensity, Energy Intasity, Carbon Intensity and GHG Emissions
Between 1990 and 2050 and GHG Share by Subsectortire Reference Scenario

LDV HDV  Aviation  Rail Mao”fr;fo/a ﬁ‘g d Subé(lalctors
T Domestic +71% +99% +266% +43% +92% +102%)
Overall +71% +99% +415% +43% +92% +148%)
Domestic -47% -20% -57% -20% -50% -45%
E Overall -47% -20% -57% -20% -50% -44%
Domestic -9% +6% +6% -9% +6% -2%
C Overall -9% +6% +6% -9% +6% -1%
Domestic +41% +175% +183% +74% +70% +82%
GHG Overall +41% +175% +300% +74% +73% +100%
GHG Domestic 46.6% 25.2% 16.6% 2.7% 8.8%
Share Overall 38.7% 20.9% 25.9% 2.3% 12.2% -—-
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1.3.2 " Silver Bullet" Scenarios
Because of the diversity and breadth of vehicle types and functions across the

transportation subsectors, individual technology or fuel options alone are unlikely to be
sufficient in achieving deep reductions in emissions. This “no silver bullet” notion has
become well established in recent years (e.g., (Grimes-Casey2&08; WBCSD,

2004)). In order to further illustrate this insight and understand the potential ceducti

from individual options, we developed seve®dler Bullet(SB)scenarios that describe
futures in which one mitigation option (such as an advanced vehicle technology,
alternative fuel, or travel demand management), is employed to the maxiasibide

extent from a technological, economical, and behavioral perspective in 2050, based upon

an extensive literature review.

These scenarios explore individual options such as efficiency, biofuels, hydrogen,
electricity, and controlling vehicle miles traveled (VMT). Not surpggmour findings
substantiate those of other studies: none oStlver Bulletscenarios, even with very
optimistic assumptions, are able to achieve the ambitious 50-80% reduction goal, and
none even reduce GHG emissions significantly compared to 1990. These scenarios lend
further support to the notion that a portfolio approach is needed to make deep GHG
reductions in the transportation sector, especially when constraints on techmalogy a

resources are properly accounted for.

For an extended discussion of @ilver Bulletscenarios and results, including

descriptions of the scenarios themselves, the interested reader is eedaarsee the
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online supplementary material to the origigalergy Policypaper, on which this chapter

is based.

1.3.3 Deep Emission Reduction Scenarios
While there is no one silver bullet strategy for achieving the ambitious 50-80% GH

reduction goal, many of the individual options are complementary and can be combined
in a portfolio approach to help reduce total transportation emissions. Three mixed-
strategy scenarios were developed to explore these portfolios and understayeld ra
different transportation futures in whi€fomesticGHG emissions are reduced by either
50% 6E0in50scenarios) or 80%80in50scenarios) below 1990 levels by 2050. The two
50in50scenarios illustrate the two distinct primary vehicle and fuel paths toddvow
transportation: biofuels and electric-drive. However, increasing vehiaesaties and
decreasing per-capita VMT beyond fReferencescenario are important components of
these scenarios as well. TB@n50scenario combines these two main options and looks
at how emissions might be reduced even further by addressing each subsector to the

furthest extent possible.

The three deep emission reduction scenarios have been crafted from epsienistic,

yet plausible, assumptions about the extent of technological and behavioral ttfzinge
could be possible out to 2050. A large number of factors (vehicle and fuel technology
development, economic context, resource limitations, lifestyle changesymer
preferences, and policies) will influence what is possible and ultimatelyilpusan
uncertain world 40+ years into the future. While plausibility is inherentlybgestive

concept, to inform our scenario development, we have relied on a number of other studies
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which attempt to estimate plausible penetrations of advanced technology and tured opti

over time.

Given the magnitude of changes required for achieving deep emissions reductions, we
acknowledge that significant uncertainty and challenges exist in bringing atyout a
single mitigation option, let alone the large and diverse suite of options that ayatelli
needed. Certainly one of the key challenges in meeting the deep emissionsmsducti
targets is associated with the rate at which options can be introduced into the
transportation system. Vehicles can have very long lifetimes, and sidtaitecan take
decades before a new technology, especially if introduced slowly, becomepresdks
throughout the vehicle fleet. New low-carbon fuel infrastructure, smart ly@vd better
community design, and public transportation infrastructure are also key consitmutor
potential GHG reductions that will take a long time to implement and become

widespread.

In the LDV subsector, each scenario assumes a moderate shift away fromriducks a
SUVs towards cars; and along with improvements in vehicle propulsion systems, this
helps to push up fleet average fuel economies. For simplicity, we ignore angigiot
“VMT rebound effects” that might result from a shift to cars from trudd&/S or a shift

to more-efficient vehicles, since it is not clear that the same factomyahghe past will

continue to persist into the future.

8 In recent years the average annual VMT of US kassbeen greater than that of trucks/SUVs ORNL,
2008. Transportation Energy Data Book, Editionig7Diegel, D.a. (Ed.). US Department of EnergykOa
Ridge National Laboratory.. However, the two véhitlasses were quite similar in the late-1990s.
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The carbon intensity of electricity assumed in the three scenarios, 43,6/§0@157
gCOe/kWh), is approximately 80% below the 1990 level (207 ggiX@J), which

assumes significant generation (60%) from zero-carbon resources (nadear a
renewables) and large contributions from natural gas combined cycletgemarad coal
plants with carbon capture and sequestration. Many other studies have shown that these
technologies for decarbonizing the electricity sector are among thelpasnsive

options for achieving significant reductions in electric sector GHG enssnd would

be a major part of any attempt to make deep cuts in economy-wide GHGs (EIA, 2007,
2008b; EPA, 2007; IEA, 2008; Yeh et al., 2008). Table 3 provides representative average
lifecycle carbon intensities for gasoline, electricity, biofuehsl ydrogen produced in

the US. These may serve as a point of comparison for the carbon intensities of&dvance

fuels and energy carriers that are assumed in the scenarios discussestunlyhis

Population growth is the same in each 2050 scenario as Refeeencecenario,

growing 69% from 1990 levels.

Table 3 Representative Average Lifecycle Carbon tensities (C) of Fuels Produced in the U.S.
(Source: (Wang, 2007))

Fuels and Energy Carriers Ca(gacc:)gzllr;;(\a];l*slty

Gasoline (100%, no biofuel blended) 92
Electricity

Average U.S., 1990 207

Coal, conventional boiler-steam turbine 343

Natural Gas Combined-Cycle, gas turbine 129

Natural Gas, simple cycle gas turbine 215

Nuclear 2

Renewables (solar PV and thermal, wind, geothermal, hydrp) ~0
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Biofuels*
Ethanol, corn 60 — 11160 — 205)
Ethanol, cellulosic 5—-20(5-130)
Biodiesel, cellulosic 5-40(5 - 150)
Hydrogen
Natural gas feedstock 90 - 112
Table Notes

* As shown by the Kaya equation in Section 1.2, pheduct of vehicle energy intensity (E) and fuaiton
intensity (C) defines the GHG emissions per milek{tometer) driven, thus even though the carbon
intensity of electricity may be higher than gasejielectric vehicles will generally have much lower
emissions per mile because of much higher vehféigency.

“ Base carbon intensity of biofuels depends on prtidin method (e.g., type of biomass feedstock, esal
natural gas energy input, wet vs. dry distillerasigs, etc.). Values in parentheses include thentiate
additional GHG impacts of land use change, usitignates from Searchinger et al. (2008).

Efficient Biofuels 50in50 scenario

TheEfficient Biofuels 50in5@cenario relies heavily on biofuels (cellulosic ethanol and
biodiesel). The average lifecycle carbon intensity (12.3.g0M) of these biofuels is

very low, resulting almost entirely from biomass feedstock production, ¢ofieeind
transport, and biofuels distribution (Wang, 2007). Relative t&R#éferencecenario,
improved vehicle efficiencies across all subsectors and reductions in perxddpita
growth contribute to a decrease in total transportation fuel demand and enable the US
biomass resource base to supply the majority of fuel demands. All LDVs arespdyer
low-carbon biofuels (no gasoline is used), and in addition biofuels supply 20% of total
fuel demand for buses and heavy-duty trucks. No other subsectors are able toibé suppl
with biofuels due to constraints on biomass feedstock availability: the upper lio& of
biofuels production has been estimated at roughly 90 billion gge per annum (Perlack e

al., 2005)° These other subsectors continue to use conventional fossil fuels, albeit in a

° The Natural Resources Defense Council (NRDC) higsestimate at 120 billion gge [(NRDC, 2004.
Growing Energy: How Biofuels Can Help End Americ@is Dependence. Natural Resources Defense
Council.]. IEA estimates global liquid biofuels patial to be in the range of 443-536 billion gd&A,
2004. Biofuels for Transport: An International Restive. International Energy Agency, Paris, France
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more efficient manner (total sector energy intensity declines by 6398, perdentage
point improvement over the modest energy intensity reductions assumedRigf¢nence
scenario). Improvements in engine efficiency and vehicle hybridization ehable
average fuel economy of the entire light-duty vehicle fleet to achieve 57 nmggead)

in 2050.

This scenario envisions significant slowing of growth in transport intensitycgmeta

VMT) in each subsector to about half of RReferencescenario growth, which translates
into a 25% reduction from tHeeferencescenario in per-capita VMT across all modes.

In most cases, 2050 transport intensities are still somewhat higher than @00t

levels, but not significantly so. In the LDV subsector in particular, halving e¢q@ta

VMT growth translates into a 20% reduction in total VMT compared t&Réference
scenario in 2050. This level of reduction in LDV VMT would require a suite of strong
transportation policies: transit, land use, and auto pricing (e.g., road, cordon, angd parkin
pricing; fuel taxes; and pay-as-you-go insurance). Studies from Rodien) (Zi0gart

(2008a) and others have estimated that such approaches have the potential to edduce tot
VMT by 24-29% from business-as-usual forecasts by 2050. Note that to account for a
shift from personal to public transport in our model, vehicle load factors of busesland rai

are assumed to increase accordingly while LDV load factors remainkdnged.

Table 4 summarizes thficient Biofuels 50in58cenario, showing, by subsector, the

breakdown of fuel usage and the normalized values for transport, energy and carbon

US ethanol consumption was just 6 billion gge i0REPA, 2008c. Renewable Fuel Standard Program.
Environmental Protection Agency.].
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intensity. By 2050, improvements in vehicle efficiencies have reduced the tritatispor
sector-wide average energy intensity by 63% compared to 1990 levels. Thiglg e
result of aggressive improvements in efficiency, including vehicle hybridizathere
possible, being applied in the LDV, HDV, and aviation subsectors (Cheah et al., 2007,
IEA, 2008; Yang et al., 2008). As a result of the use of low-carbon biofuels, average
carbon intensity of fuels across the entire transportation sector is redu¢étbby
compared to 1990 levels. Transport intensity (per-capita VMT) increasastt®2Po
across all modes in tH@omesticcase and 78% in tl@verall case, compared to 102%

(Domesti¢ and 148% Qverall) in theReferencescenario.

Table 4 Description of the Deep Reduction Mixed-$tegy ScenariosDomestic Case.

Share of Miles by Fuel Type T E ©
¢ tional Normalized Normalized Energy |Normalized Carbon
:"‘:ET lonal Biofuels Hydrogen Electricity | Transpert Intensity Intensity Intensity
etroleum (1990=100%)" (1990=100%) (1990=100%)
LDV 0% 100% 0% 0%, 137% 33% 13%
Efficient (- E0 2 o o e 2 Bt
Biofuels |AViation % % % %) % % %
o GE 54% 0% 0% 8% 171% 59% 80%
Iarine/Ag/Off-road 100% 0% 0% 0%, 17% 40% 101%
All subsectors combined 35% 64% 0% 1%)| 152% 37% 53%
LDV 10% 0% 80% 30%, 137% 24% 40%
HOV T2% 0% 22% 5%, 149% 50% 100%
Electric-drive Ayiation 20% 75% 5% 0%] 234% 37% 32%
50in50 Rail 0% 0% 0% 100%, 171% 38% 43%
Marine/Ag/Off-road 62% 0% 38% 0%| 1M7% 40% 78%
All subsectors combined 17% 17% 42% 24% 152% 33% 59%
LDV 0% 10% 80% 30%| 137% 22% 30%
Multi- HDY 0% 63% 28% 9%| 149% 48% 19%
Aviation 0% 100% 0% 0%| 234% 7% 14%
S;;?:‘:guy Rail 0% 0% 0% 0% 171% 38% 3%
IMarine/Ag/Off-road 2% 79% 20% 0%, 17% 40% 28%
All subsectors combined 0% 36% 40% 24% 152% 32% 24%
* Forexample avalue of 137% corresponds to a +37% change from 1990, and a value of 24% corresponds te a-66% change,

Electric-drive 50in50 scenario

TheElectric-drive 50in50scenario assumes the widespread use of high-efficiency
electric-drive vehicle technologies running on low-carbon electricity. Thé fleet

makes a major shift towards electrification and by 2050 is composed of 60% hydroge
fuel cell vehicles (FCV), 20% battery-electric vehicles (BEV), and gé@%oline plug-in

hybrid-electric vehicles (PHEV). (In this study, PHEVS are cleskés electric-drive
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vehicles, but HEVs are not.) As a result of this efficient technology mixlagbedverage
on-road fuel economy of LDVs is 80 mpgge. This scenario is informed by the optimistic
levels of FCV penetration (and accompanying hydrogen production, delivery and
refueling infrastructure) modeled by Greene et al. (2007) and NRC (2008)samaless

that BEVs and PHEVs can also make significant inroads by 2050. A similar level of
electrification occurs for buses, though heavy trucks are run primarily ot aese

biofuels. Railroads, both passenger and freight, become completely eldcanitba

small amount of hydrogen is used to power large oceangoing and domestic freiglst vess
and for a limited number of aviation (ground operations), agricultural, and off-road

applications.

A nontrivial quantity (21 billion gge) of biofuels is consumed in this scenario as well.
This level is just below the requirements set forth by the 2007 Energy Indepeadénce
Security Act (EISA) RFS, but the biofuels are directed to aviation as a leo-feduel,

where they account for three-quarters of all aviation fuels consumed.

Table 4 provides additional details about Electric-drive 50in5Gscenario. The
widespread use of electric-drive by 2050 has led to dramatic improvements in vehicle
efficiencies, reducing the sector-wide energy intensity by 67% cauparl990 levels.
The use of low-carbon electricity (described earlier) and hydrogen (pyrfranh fossil
sources with CCS, biomass, and electrolysis from renewables), which acccagfforf
total fuel usage, lowers total sector fuel carbon intensity by 41% compared to 1990

levels. Total biomass feedstock consumption (for both biofuels and hydrogen production)
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is about 0.5 billion bone dry tons (BDT), well within estimated US resource limits As
the other deep GHG reduction scenarios, the incred3enmesticransport intensity is
just 52% across the entire sector, a 25% reduction in per-capita VMT frdRetdeence

scenario.

Multi-Strategy 80in50 scenario

TheMulti-Strategy 80in5&Gcenario combines the approaches of the5fwn50scenarios
(biofuels and electric-drive) into a single scenario that achieves an 8iion in
greenhouse gas emissions across the entire transportation sector. Fabsectors
assumptions about the efficiency of specific vehicle technologies and behaptoras

for reducing transport intensity are the same as in th&@wb0scenarios. In these two
previous scenarios, limitations on the available supply of biofuels and applicabilit
electric-drive to certain transport subsectors restricted the feasibletipbdf these
strategies to contribute to even deeper GHG reductions. Greater reduciankiaved

the Multi-Strategy 80in5&cenario by targeting a more optimal distribution of vehicle
technologies and fuels. For example, light-duty vehicles and buses, which appear to be
the most flexible in terms of the vehicle/fuel options available to them, atermpneantly
electrified (FCVs, BEVs, and PHEVS), ashktectric-drive 50in50Biofuels supply the

small amount of liquid fuel that LDVs and buses consume, and biofuel HEVs comprise
nearly all (90%) heavy-duty trucks, with the remainder being hydrogen F@ddars
short-haul and delivery operations. As above, rail is completely electafelda small
amount (20%) of hydrogen is used in the agricultural and off-road subsectors, generally

replacing natural gas and LPG in current use.
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The electrification of transport in the subsectors where it is technfeakbyble frees up
biofuels to be used in other subsectors where liquid fuels are most valuable, primaril
aviation and marine. Biofuels supply all of commercial, freight, and genesadicayi

50% of the fuel demand for large oceangoing vessels; and 25% for domestic freight
vessels and personal recreational boats. The balance of marine fuels &ipetraked,

due to challenges in bringing low-carbon biofuels into the international marine fue

supply.

As Table 4 shows, the transportation sector-wide average energy int®hBiile) is

68% below 1990 levels in this scenario, and total carbon intensity,&§Q@) is reduced
by 76%, meaning average GHG emissions per transport distancge{gtilé) are

reduced 92% relative to 1990, a very aggressive yet technically feasible [@abl. T
biomass consumption (for both biofuels and hydrogen production) is about 1.4 billion
BDT; this pushes the limits of what the US could potentially produce with domestic
resources and assumes no biomass is used for electric generation, which rmgyor m
be a reasonable assumption in the longer-term given the relative econonaicgefing
end-use demands for biomass. As with the 3@m50scenarios, the increase in transport
intensity across the entire transportation sector is only 52%, assumingsaggre

transportation demand management strategies are implemented and prove tibe. effe

1.3.4 Scenario Results and Comparison
Table 5 summarizes the key results of the three deep emissions reduatiamoss and

Figure 1 shows how GHG emissions are reduced comparedRetbeencecenario for
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different activity, fuel, and technology options. For each general stratajyctions are

further broken down into improvements in vehicle efficiency and carbon intensity.

Table 5 Summary of Results in the Three Deep Emiggs Reduction Scenarios

Scenario Name Scenario Summary

Efficient Biofuels 50in50 | Emission reductions come from three main areasiistptravel demand
growth (810 MMTCQe), conventional vehicles (523 MMTGE), and
biofuels (1,185 MMTCGe). In the biofuels category, 690 MMT G&of
reductions come from substituting biofuels for cemtvonal petroleum
fuels, and 495 MMTCg of emission reductions are due to increasing the
efficiencies of vehicles beyond those in Beferencescenario. Demand
for fossil-based liquid fuels is 77 billion gge perar (4.2 mbpd).
Electric-drive 50in50 Emission reductions come from a more diverse sapproaches. Travel
demand reductions, by assumption, provide the $smefit (810
MMTCO,e), but the reduction from conventional vehiclekiser (247
MMTCO.e), as there is a shift towards electric-drive gkds where
technically and economically feasible (primarily B, buses, and rail).
Biofuels make a relatively minor impact (270 MMT&Dentirely in the
aviation subsector. Total biofuels demand is caestsvith the EISA2007
RFS. The major technology-related reductions cam fusing advanced
vehicles running on electricity and hydrogen—46d @64 MMTCQe,
respectively. Demand for fossil-based liquid fuel§5 billion gge per year
(3.5 mbpd).
Multi-Strategy 80in50 This scenario combines strategies from the tweipus scenarios to make
even deeper reductions in GHG emissions. Significats in travel
demand are still required. The large emissionsatals resulting from
each of the key technologies — hydrogen (778 MMJ&electricity (470
MMTCO,e) and biofuels (1052 MMTC#®) — are essentially the same as
in the two50in50scenarios which focus on them. Tdbamesticbiofuels
demand is 82 billion gge, and some biomass is fesddw-carbon H
production. Demand for fossil-based liquid fuelséarly zero.

1%

Multi-Strategy 80in50@s more successful in making deeper emission reductions because
it combines the strategies from the ta@n50scenarios, which are somewhat
complementary, and helps to address their key limitations. Biofuels are camveni
replacement liquid fuels that, in theory, can be relatively easily sulstifiit

conventional petroleum fuels in any subsectorEfficient Biofuels 50in50constraints

on biomass resources impose limits to how much biofuel substitution can take place.

Electric-drive vehicles such as FCVs, PHEVs and BEVs offer the pdtiEmtgreatly
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improved vehicle efficiency and the use of low-carbon energy carriers fromety\at
primary resources. IBlectric-drive 50in50GHG reductions are limited by the
challenges associated with applying electric-drive vehicles taigesibsectors (such as
aviation and heavy duty trucks) because of specific technical considerations, most
notably energy storage density, as well as temporal limits associdtethevmarket
penetration and social acceptance of these vehicles and building their reqgjuisliege

infrastructure.

In each of the three scenarios, slowing the growth in travel demand with a duntenof
transit, land use, and pricing policies leads to important GHG reductions across all
subsectors. Per-capita VMT still grows by 52%, and total VMT by 157%, but this is
considerably slower growth than in tReferencescenario (102% and 241%,

respectively).
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Figure 1 Domestic GHG Reductions by Control Strategy for Three DeefEmission Reduction
Scenarios

Each of the three scenarios relies heavily on fuels with very low-carbon tigensi
achieve the deep GHG reduction targets. Hence, they are rather seasiisarnptions
about the fuels production processes. There is a vast range of carbon intensities from
different methods for biofuels, hydrogen, or electricity production, and those= st in

higher carbon intensity fuels would eliminate much of the emission reductions gaine
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these scenarios. With biofuels in particular, the scenarios are quite depemddatge
supply of domestically grown or collected biomass, which is directed primauibyw

carbon transport fuels production. Perlack et al. (2005) estimate that more thandh3 billi
bone dry tons (1.18 billion metric tonnes) of biomass per annum could be “sustainably”
supplied (without impacting food, feed, and export demands, or displacing corn
croplands) in the US in the long-term, if competing demands for biomass are ignored
(e.g., electric generation). About two-thirds of this quantity is comprisegsafues that
would be relatively easy to collect or are already collected for other puyplosegher
one-third is comprised of energy crdfsf the amount of available biomass resources
were constrained to a significantly lower quantity, either because of cowpeetl-use
demands or other environmental and economic concerns, then it would be nearly
impossible to meet the deep emission reduction goals across the entpertraestor.
Similarly, if biomass production cannot achieve such low carbon intensity, bed¢ause o
technology challenges or associated direct and indirect land use chart@je tfhen the

deep reduction goals will likewise become much more difficult to attain.

The average lifecycle GHG emissions assumed for the biofuels in our scenar®s c
almost entirely from biomass feedstock production, collection, and transport, andsbiofuel
distribution (Wang, 2007). Future cellulosic biofuels plants, employing either

biochemical or thermo-chemical production methods, will likely be energgsiitient

1% Forestlands in the contiguous US could producerBii®n dry tons annually: fuelwood harvested from
forests (52 million); residues from wood procesginifis and pulp and paper mills (145 million); urba
wood residues including construction and demolitiebris (47 million); residues from logging ancesit
clearing operations (64 million); and fuel treatmeperations to reduce fire hazards (60 million).
Agricultural lands could produce nearly 1 billimns annually: annual crop residues (428 million);
perennial crops (377 million); grains used for bié (87 million); and animal manures, processres,
and other miscellaneous feedstocks (106 million).
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and, therefore, contribute no additional fossil-derived GHG emissions. Furtheasiore,
other transport modes become more efficient and decarbonized, this will also help to
drive down the lifecycle emissions associated with biomass and biofuels production and
distribution. We have considered this in our modeling, and it is one reason why the value
we assume for average US biofuels (12.3 ggZKdJ, excluding indirect LUC impacts) is

fairly optimistic.

To be sure, lifecycle carbon intensities of future advanced biofuels aressltain

(Farrell et al., 2006; Pimentel and Patzek, 2008). One key reason for this antgestai

due to potential direct and indirect land use changes associated with biofuelsipnpduct
the impacts of which are not yet fully known (Sperling and Yeh, 2009). Searchinger et a
(2008) have estimated, for instance, that these land use impacts could be as much as a
additional 111 gCe®/MJ for a specific class of cellulosic biofuels derived from

dedicated energy crops grown in the US. Carbon intensities of this largendutag

would far exceed the lifecycle carbon intensity of gasoline (92,g043) (Wang, 2007),
thus contributing no GHG reduction benefits whatsoever. However, in this study, since
only one-third of the available biomass resources we have assumed arecemgsgthe
indirect LUC impacts would probably be, on average, far lower than these extrem
estimates. Two-thirds of the resources we assume are from wastsdimmaavould,
therefore, have no indirect LUC effects at all. Nonetheless, even aisonedise in

average biofuel lifecycle carbon intensity due to LUC (e.g., +15,g043) would

double the carbon intensity assumed in this study, eliminating much of the GHG

reduction potential in the scenarios. In sum, if supplies of low-GHG biofuels are
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significantly constrained for the reasons mentioned here, then a multggthatiere with
considerable penetration of electric-drive vehicles and decarbonized easaigisdi.e.,

H, and electricity) may be the only real option for making emission reductioossaal

of transport. In this case, deep transport-wide reductions on the order of 80% may be

unachievable, though less stringent targets may still be attainable.

Figure 2 compares fuel consumption and primary resource requirementshrethddep
emission reduction scenarios. By aggressively improving vehicle efficeeacress all
subsectors, large annual fuel savings can be achieved: 160-185 billion gge in 2050
relative to theReferencecenario, or the energy equivalent of 8.7-10 million barrels of oil
per day (mbpd). Oil savings are greater inEkectric-drive 50in50andMulti-Strategy
80in50scenarios, owing to the penetration of higher efficiency electric-dakeles.

The demand for fossil-based liquid fuels in the three scenarios is low enough to be
supplied completely by projected domestic US oil production in 2050, either from

conventional or unconventional sources.

The results for primary resource requirements are similar to fuel conisanfpésource
requirements ifElectric-drive 50in50are the lowest of all due to higher end-use vehicle
efficiencies. In addition, the diversity of primary resource types idwgueater in
Electric-drive 50in50andMulti-Strategy 80in5Mecause the use of decarbonized energy
carriers such as electricity and hydrogen provides significantires flexibility and
diversification. The exact resource mixes that are chosen for producingtiezgg

carriers will ultimately be determined by policy, economics, and rescorcgraints,
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factors that will affect, and also be constrained by, the resulting carbontytertbe
energy carrier. Note that in contrast to the other two scengffasent Biofuels 50in50

is heavily reliant on just two primary energy resources, petroleum and biomass.

While a multi-strategy portfolio approach may be preferred, there aneeitahallenges

to developing multiple, parallel supply infrastructures for different fuelsc@soenies of
scale and natural monopolies tend to exist. A vast refining and distributionrundtase

for petroleum already exists, and some of this can likely be used for futuuelbiof
distribution. The electricity transmission and distribution system is alspthkiaggh it

would need to be expanded and upgraded for widespread use of electricity asea vehicl
fuel. Infrastructure for the production, distribution and refueling of hydrogemimeld

likely require the most significant investment and large-scale change.

The EIA’s business-as-usual projections for future domestic US energy poodact

2030 are sufficient to meet the primary resource demands 50ih&0and80in50

scenarios (EIA, 2008a}.For biomass and renewable electricity generation, the scenario
resource demands are well below timappedsupply potential using domestic resources
(NREL, 2004; Perlack et al., 2005). Note that the total transportation-relatedogly
consumption estimates shown for each scenario in Figure 2 include elecasasityor
vehicle recharging and for hydrogen production and distribution.c@@ture from

hydrogen and electricity production in the scenarios would necessitate storage

requirements of at most 430 MMTG@er year, well below the roughly 3,600,000 —

" E|A’s projections for domestic energy productiar2030 include: crude oil (12,699 PJ), natural gas
(21,099 PJ), coal (30,202 PJ), biomass (8,570t&a),electric generation (17,599 PJ), nuclear powe
(10,093 PJ), and renewable power (1,991 PJ).
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12,900,000 MMTCQof storage capacity that is potentially availalnléJS oil and ga

reservoirs, unmineable coal seams, and deep $aiimations(NETL, 200¢).

Transportation fuel use (billion gasoline gallons equivalent) Primary resource use (P))
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Figure 2 Transportation Fuel Use and Primary Resource Consuption in 2050 by cenario
(Domestic Emissions

* Note: “Total Electricity” bar in the Primarresource use figure (right) refers to the total ant@f

electricity used for transportation purposes inghven scenario. Because electricity is not a prnyn

resource, the bar is superimposed on top of theagwyi resource ba

1.3.5 Overall Emissions
Thescenarios described here have been designed splygifo meet a goal of -80%

reduction inDomesticemissions. ReducirOverall emissions by this amount requi
even greater levels of implementation of advanaddole technologies, fue
substitution, and/or travel demand reduction. Fameple, in theEfficient Biofuels
50in50scenarioDomestitemissions are reduced by 50%, Gwerall emissions are onl
reduced by 39%. I&lectric-drive 50in50andMulti-Strategy 80in50the
Domesti¢Overall breakdowns are 50/48% and 80/78%, respectiveig.tle Multi-
Strategy 80in5@cenario, thiOverall case were limited to the same quty of biofuels
and biomass as in tliBomesti case (82 billion gge, 1.4 billion BDT), thiOverall

emissions would only be reduced by 68%. Achievin@@% reduction iilOverall
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emissions in this scenario by increasing biofuels utilization would requiael@itional

28 billion gge (+34%) for a total of 110 billion gge of biofuels (or 1.8 billion BDT of
biomass, including KFproduction). In light of the surging growth of international
passenger and goods movement and constraints on biomass resources, it appdags it wil
a more significant challenge to redu@eerall US transport sector emissions by as much
as 80%. Considering the substantial efficiency improvements alreadyexs$or air and
marine transport, either a greater quantity of biofuels (perhaps from nepww&es) will

be required, especially for aviation, or travel intensity in the internatioraian and

marine subsectors must be kept to levels not much higher than today’s.

1.4 Policy Implications of Scenario Analysis

The US currently has no laws specifically designed to cut GHG emissions, but
momentum is growing at both the national and state levels (Litz, 2008; Lutsey and
Sperling, 2008; Pew, 2009). In fact, several climate change bills have been proposed i
the US Congress over the past several years to set up a domestic cagl@pteigram

with a declining cap on annual GHG emissions that would ultimately lead to economy-

wide reductions in the range of 50-80% by 2050 (WRI, 2608).

As discussed previously, a combination of transportation sector-specific palice
broad, economy-wide policies will be needed to help tackle emissions from the

transportation sector. And within the broad category of transportation policiesatbe

12 An 80% reduction in annual U.S. GHG emissionsr(fadl sources) below 1990 levels is equivalent to
an 83% reduction below 2005. Annual GHGs in 1996wel% lower than in 2005 [EPA, 2008b.
Inventory of U.S. Greenhouse Gas Emissions andsSikt#0-2006. Environmental Protection Agency,
Washington, DC.].
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a many types of policies that can be used to address the three main “leraztating
travel demand, improving vehicle efficiency and reducing fuel carbon intengitye S
examples of these policies are fuel economy (MJ/mi), fuel carbon intenSiBgdiVJ),
and GHG emissions (gG&'mi) standards; feebates and/or subsidies for vehicle purchase
based upon fuel economy or GHG intensity; fuel and technology mandates; and
government investment in technology R&D, fuel infrastructure. Related to adidress
these T, E and C factors, there is also the need to target emissions in each of the
transportation subsectors. Based upon this framework, gaps in current US climate,
energy and transportation policy can be identified where policy fails to adgresfic
mitigation levers in a given transport subsector. By addressing and filigse gaps, the
goal of making deep reductions in US transport GHG emissions will becometeasie

meet.

First, a large portion of transport emissions, namely the non-LDV subsectors, are not
covered by any federal or state policies, and this gap in policy is accompanigdbiyna
the policy literature related to the best policy tools needed to motivate thesgoresiuc
within the specific context (i.e., industry and market structure) of a transportat
subsector, whether through broad market mechanisms or more targeted poécmsd, S
while the literature is relatively robust on the technological options avaflable
achieving emissions reductions by pulling the energy intensity (E) abdrcartensity

(C) levers (many of which have been mentioned in this chapter), far less hdsasrc
addressed transport intensity (T) as a strategy for achievingrédi@tions, especially

with respect to the non-LDV subsectors.
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1.4.1 Vehicle Efficiency
The new CAFE standards will help reduce LDV GHG emissions in an importanbutay

the Referencescenario shows that in the absence of future increases in CAFE, LDV fuel
use and GHGs will both continue to increase dramatically. Siver Bulletefficiency
scenarios were developed that show the benefits of further energy intedsityions
beyond the most recent CAFE standards. Yet, improved efficiency alone is not emough t
achieve significant GHG emission reductions from 1990 — the scenarios achieve an
average LDV on-road fleet fuel economy of 51 and 61 mpgge, respectively, with other
subsectors increasing their average efficiency a comparable amountthyA2Gbresult,

the fuel economies that LDVs need to achieve irbir50and80in50scenarios are

even higher. Figure 3 compares the scenario fuel economies to current anddofoplose
economy standards in the US, California, and several other countries. The trajectory of
fuel economy improvement over the next several decades would clearly be steep;
however, one should keep in mind the step changes in efficiency improvements that

HEVs, BEVs, PHEVs, and FCVs make possible.
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Figure 3 Fuel Economy Standards for New LDVs by Qantry/Region Compared to Average Fuel
Economies of New LDVs irb0in50 and 80in50 Scenarios
(Figure obtained from ICCT (2008) and modified. Repoduced with permission)

This analysis shows that any serious policy portfolio to reduce transport GH& sleal
with the policy gaps in other subsectors, particularly those growing the apadit/+—
heavy-duty trucks, large marine vessels, and aviation. Higher efficieh@tegin other
subsectors, such as those in38a50and80in50scenarios, are necessary for deep
emission reductions since LDVs cannot, by themselves, reduce total traBbjtast50-

80%. There have never been efficiency standards for the non-LDV transport modes
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thereby leading to the historical underinvestment in more efficient techestdgihe

long lifetimes of these types of vehicles (compared to LDVs) require thatgsadetting
minimum efficiency standards be enacted soon so that fleets can incorpmate the
technologies by 2050. Importantly, US action in this area can have global consequences
for future aircraft and shipping technologies since it accounts for suchesslzage of
combined global demand and because there are only a few major aircraft and ship

manufacturers in the world.

1.4.2 FuelsPolicy
The50in50and80in50scenarios all have very significant reductions in average fuel

carbon intensity relative to 1990 (41-47% for B@#n50scenarios and 76% for the
80in50scenario), highlighting the importance of reducing carbon intensity in meeting the
targets. Because there are no options for significantly reducing carbontyntems
petroleum fuels, reducing fuel carbon intensity requires switching to dlteraels.

The US does not have any federal policies expressly designed to reducebioe! car
intensities, though the biofuels mandates in the existing federal RFS contain some
language addressing this issue. A more robust and durable option which is currently
under discussion at the federal level may be a low carbon fuel standard (b€€&)se

it specifies GHG performance rather than mandating a specifiofypel. Some have
argued that a LCFS is a more direct and effective policy than a RFS (i.engiuaate)

for spurring innovation and reducing consumer and industry risk and uncertainty

(Sperling and Yeh, 2009). A LCFS and vehicle mandate program could also be extended

13 The principal-agent problem is one reason for tiniderinvestment, which is a market failure that
distorts incentives for investing in efficiency AE2007. Mind the Gap -- Quantifying Principal-Aden
Problems in Energy Efficiency. International Enefgency..
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to subsectors other than just LDVs in order to address the gap in regulation of other
transportation subsectors and spur the development and use of alternatively-fuele
planes, ships, heavy trucks, etc. In the absence of such policies, achieving thedsel m
and carbon intensity values postulated in38m50and80in50scenarios would be

challenging.

This analysis lends further support to the notion that vehicle efficiency stantawvel
demand management strategies, and fuels policy are complementary. Highler vehic
efficiencies and reduced travel demand growth in all subsectors deciteafgeio
requirements and improve the effectiveness of resource-constraineddaklass

biofuels, by allowing them to replace a greater share of total U$tdasgon fuel

demand. If biofuels are to make a meaningful contribution to deep emission reductions,
then the constrained US biomass resource base must be extended as far afiytechnic
possible. Of course, it is still unclear as to how much biomass will ultimatedydalable

for biofuels production, given competing demands for other end-uses (e.g., ejectricit
production), the “food vs. fuel” conflict, water consumption issues, and land use change
concerns. In this scenario analysis, we take these important concerns into acdount a
assume that they are adequately addressed when supplying biofuels by limiting
production to sources which can be “sustainably” supplied—e.g., agricultural asid fore
residues, municipal solid wastes, and energy crops requiring minimaliangeater
(Perlack et al., 2005). Ultimately, robust policies will be needed to incenthaze
production of sustainable biofuels. Low carbon fuel standards appear to be the most

direct and effective policy strategy for doing this (Sperling and Yeh, 2009).
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The options for alternative fuels and advanced drivetrain technologies arémtae in
certain subsectors than others, as technical challenges with the usé¢rioitgland
hydrogen, such as energy storage density, fast refueling times, and cost, beeime
more important (IEA, 2008; IPCC, 2007; Yang et al., 2008). Ad/thki-Strategy
80in50scenario illustrates, using electric-drive technologies with hydrogegn a
electricity for LDVs, railroads, and buses, enables the use of limited biekainces in
the other subsectors (i.e., aviation, marine and heavy-duty trucks). Poligike ma

needed to incentivize this arrangement.

Moreover, for many vehicle applications, ethanol is not an ideal fuel, and the biofuels

that are likely to be used in these other subsectors will more closelybtes#igsel and

jet fuel than gasoline. However, most of the recent activity in biofuels hasddon the
biochemical production pathway (i.e., hydrolysis followed by fermentation), eoaigh
thermochemical conversion is better suited to the production of bio-derived gasoline
diesel, and jet fuels. Given known constraints on biomass resources and the potential
longer-term needs for biofuels, both pathways should be pursued and supported. Thermo-
chemical production also offers greater output flexibility and is more ametaalole-

carbon electricity generation.

Finally, there is some evidence that the full emissions benefits of lowrchitiels
would not be realized if they are used in aviation due to the effects of npgeSeés and

particles released in the upper atmosphere, as discussed previously. Foe gixathel
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Multi-Strategy 80in5&cenario including an uplift factor of 1.5 or higher on nonCO
aviation emissions (from Marbaix et al. (2008)) would more than double the effective
emissions from that subsector and eliminate much of its reduction potentidarSimi
considerations exist even for hydrogen aircraft fuel used in a combustion egine,
increased emissions o8 and NQ at cruising altitude (compared to conventional jet

fuel) would negate a portion of hydrogen’s carbon mitigation potential.

1.4.3 Implications of Uncertainty
Any attempt at forecasting future demands and technologies will, invargdilynany

things wrong (Craig et al., 2002). There are many uncertainties in all of thepgms

within this study, about the potential and readiness of specific technology and behavioral
options. We attempt to address some specific questions about uncertainty withtcespec
policy and technology development in areas that many readers may be aware of.
However, given the wide range of assumptions, it is difficult to discuss &k of t

important uncertainties in every area or make a comparison of the relativeaumiesr

that underlie our assumptions.

Developing durable and robust policy for the 2050 time horizon is challenging because
the process must rely on a host of uncertainties. The major uncertaintiestadseitia

the Efficient Biofuels 50in5@cenario center on the future availability of low-carbon
biofuels (including key questions of total availability, their true lifecyesbon intensity,
and land-use and water impacts)Electric-drive 50in5Qthe uncertainty centers around
the future potential of FCVs, PHEVS, and EVs to penetrate different subsectors

(including questions of cost and the adequacy of energy storage and drivingarashge)
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the production of low-carbon hydrogen and electricity on a massive scale (inclieling t
technical and economic feasibility of CCS and reliable renewableielgctas well as of
their social acceptance). A durable, robust policy will avoid picking winnerg wigke
uncertainties become resolved over time, while recognizing that someisgaegmore

uncertain than others and will therefore take longer to resolve.

Because predicting the course of technology in the future is impossible ani there

poor history of picking technology “winners” from among a suite of possible contenders,
this analysis has attempted to look at several possible scenarios involvingndiffges

of advanced vehicle technologies and fuels. Putting a cost on carbon and GHGs and
implementing other policies will enable the market to decide which options will
ultimately prevail and provide significant levels of mobility while redgagémissions.

That said, one can still say a few words about the current status of techmalogjigneir
potential in the future. Despite much recent progress in batteries and hydrelesil§
(namely costs, storage densities, and/or conversion efficiencies), BEEMSCVs still

remain longer-term and more uncertain options than using HEVs, PHEVs, and biofuels
(at least at relatively low volumes) (IEA, 2008). While some consumer BIE&éeds

exist, they still suffer from a combination of technical (battery seriimited range) and
economic (battery cost) challenges, both of which will take time to resolve ble¢ore

BEV can truly be a mass-market vehicle. For FCVs, the major challenges aent

vehicle costs and the rollout of the requisite hydrogen production, distribution, and
refueling infrastructure. Low-carbon biofuels, HEVs, and PHEVs do not appeaeto fac

the same degree of challenges, though even in the nearer-term, options suchlas biofue
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and PHEVs still require considerable technological development. In both cases, costs
must be reduced, and with biofuels it is not entirely clear what their liiecgcbon
footprint will ultimately be when produced on a massive scale, consideret divd
indirect LUC impacts, as discussed in Section 1.3.4. Progress has also been @@8e
technology and geologic reservoir characterization in recent yeaisgsearchers in a
number of countries hope to resolve some of the remaining uncertainties in th@anext f
years by constructing demonstration power plants that will capture and teedl@s
Nevertheless, the future viability of CCS is still unknown and is not yet atdhge

where it can be relied upon (MIT, 2007); though, this is true of advanced vehicle
technologies like BEVs and FCVs as well. The potential of renewableialyas

arguably more certain than CCS, but questions surrounding its reliability, itéecy,

and cost will likely remain for some time (IEA, 2008). Widespread use of rbtewa
electricity may require substantial investment in energy storagensystr upgrading
electrical transmission and distribution systems, as well as “snidst,gret another

source of uncertainty (Chupka et al., 2008).

In this scenario study, the efficiency of different vehicle technologiegnh&sions
associated with different fuel production methods, and the efficacy of travahdem
reduction strategies are all specified as input assumptions. Howevemlieigis

designed to bring about these technologies, fuels, and demand reductions mughdeal wi
uncertainty and risk in their actual implementation and impact. Reliance orrateg\st

such as biofuels, leaves the ultimate level of GHG reduction susceptible to future

uncertainties in, for example, the resource availability of biofuels, indit¢éC, and the
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evolution of fuel production technologies. The diversification of GHG mitigation
strategies (i.e., developing a portfolio of mitigation options) that is seée watious
50in50and80in50scenarios, which involves travel demand reductions, vehicle
efficiency improvements, advanced vehicle technologies, alternative dnelseductions
in fuel carbon intensity, not only makes it easier to achieve the deep emisdiacteore
goals, but also helps mitigate the reliance (and therefore sensitivity ov¢nall

reductions to any one technology or option.

1.4.4 Other Policy Implications
This analysis is based upon an extensive review of the literature to agspetential for

GHG emissions reductions in each of the transportation subsectors, which then provides
the basis for the many input assumptions into the LEVERS model. As with any, model
these assumptions are still in need of further refinement as more and betteaiitior
about these options becomes available, especially in key areas wherarfalyses have
been undertaken or where greater uncertainties have yet to be resolved. For, instance
there are many sources of information about mitigation options for the LDV subsector
however, the literature is not nearly as extensive for the other subsectorsnakbsit
challenging to fully understand these sectors’ potential for adopting aierna
drivetrains, alternative fuels, and especially options for transportatiomdema
management. In addition to technical analysis, more analysis is needed onaysigeli
to better understand these other subsectors, their current and future structure and the

appropriate incentives that are needed to bring about emissions reductions.



51

Moreover, the findings of this study provide further analytical support, partiguhatthe

US context, to a notion that has been advanced by others: behavioral and structural
changes must complement technological change if deep reductions in transpoiition G
emissions are to be achieved (Gallagher et al., 2007; IEA, 2008; Mui et al., 2007,
Samaras et al., 2009; Sperling and Gordon, 2008). While most policies being discussed
address fuel carbon intensity (C) and vehicle energy intensity (&)ggpolicy is needed

to pull the transport intensity (T) lever as well. Without addressing T i8Gim&0and
80in50scenarios, it would be considerably more difficult, if not impossible, to make such
deep reductions in GHGs by 2050. Because the built environment has a decades-long
lifetime, land-use plans and infrastructure development that are implemeadgdatill

impact GHG emissions in 2050.

There are currently no federal policies specifically designed to ré&aldE emissions by
addressing growth in travel demand, and certainly none to limit population (P)velowe
over the past several decades, many US states and firms have implemeniety af

travel demand management (TDM) policies and strategies in an atteng tihel

growth in LDV VMT and thereby reduce the impacts of transportation extezsauch

as air pollution, congestion, and noise (Berman and Radow, 1997; DOT, 2004; Saleh and
Sammer, 2009). These and other proposed actions include road, cordon, and parking
pricing; fuel taxes; pay-as-you-go insurance; high-occupancy vehiclg) la@es;

ridesharing; employee incentives for telecommuting and transit; anderavieirmation
systems. For a variety of political and institutional reasons, thesmatiave generally

failed, thus far, to significantly slow the rapid growth in total national VMiough,
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success has been achieved in certain locales, and studies indicate the potdiididl for
strategies to reduce future fuel use and GHG emissions could actualljésudpstantial
(Cowart, 2008a; Deakin et al., 1996; Rodier, 2009; Safirova et al., 2007; UKERC, 2009).
Still, addressing transport intensity as a key driver for reducing emsssemains
inherently complicated. A potentially unique way forward is the linking of regland-

use planning to GHG reduction targets, as California’s landmark anti-spaslateon

(SB 375) is the first to do. Moreover, continued thought should be given to the
implementation of TDM measures in the other transport subsectors where consumer
choice can be influenced, namely commercial aviation. In the case ot fir@igéport
(trucking, rail, aviation, and marine), TDM measures may not be the most appropriate
method for controlling emissions, as shippers are very sensitive to costs (ioratidi

factors such as timing and reliability) and may respond sufficiently booarices.

1.5 Conclusions

This study explores several scenarios which achieve 50-80% reductions in US
transportation sector carbon emissions below 1990 levels by 2050 through incorporation
of significant technological and behavioral changes. A Kaya framework that de@smpos
GHG emissions into the product of four major drivers—population (P), transport
intensity (T), energy intensity (E), and carbon intensity (C) — is iatedrin our scenario
analysis model, LEVERS, to analyze mitigation options and emissions. Iroadditir
LEVERS framework includes all major transport subsectors—Ilight duty vehiziess,
heavy-duty trucks, rail, aviation, marine, agriculture, off-road, and constnudihile

the values for reduction potential from various options in each of the subsectors come
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from an extensive review of the literature, these inputs, as with any model ismguts
always in need of further refinement. Fortunately, within our simple modeling
framework, the assumptions can be easily improved as more information about, and a

better understanding of, these options becomes available.

The unique contributions of this study are three-fold. First, the treatment of the
transportation sector is broader and more detailed here than in many otheosashari
economic studies that have just concentrated on light-duty vehicles. Second, this study
utilizes a relatively simple, easily adaptable modeling approach, whidhaaporate
insights from other modeling studies and organize them in a way that is easy fo
policymakers to understand. In fact, the model is being used by other reseanchers
analysts in the development and analysis of transportation, energy, and clin@ate poli
Thirdly, this analysis develops multiple distinct scenarios to understand th@apte
between the adoption of specific mitigation options in different transport sulssantbr

the level of GHG reduction. We believe there is value in approaching the problem in
these ways, as opposed to the more “black box” approach of complex energy-systems

models, although the latter offers numerous advantages as well.

The scenarios presented in the chapter illustrate the enormous chalkstgested with
making deep GHG reductions in the transportation sector. While the scenamsemnepr
only a small subset of all potential futures that could potentially meet thee2li¥tion

target, they provide value by showing the diversity of approaches that might be pursued.

These scenarios, first and foremost, are meant to convey the scale and skcepe of
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changes required to meet this aggressive target and to motivate the aggretssn (i.e.,
policy and technological development) that will be required in all transport satssect
and on all fronts (vehicles, fuels, and travel demand management). In addition,
consumers, firms, and society will need to be provided with the appropriate incémtives
value the long-term goal of climate change mitigation so that they purchasarbon

vehicles and fuels and consume the appropriate amount of transportation services.

The Silver Bulletscenarios confirm results from other studies, showing that no one
mitigation option can singlehandedly meet the ambitious GHG goals, espsina#

total travel demand (P x T) in each subsector is expected to increase amgiyifiy

2050. This puts a large burden on vehicle and fuel technologies (E x C) to decarbonize,
and by our estimates it is unreasonable to think a single technology approach can
shoulder this burden entirely on its own, given the diversity of vehicle types and

requirements in the transportation sector.

When multiple technological strategies are combined together in a portfolio epproa
however — assuming the wide array of technical, economic, social, and policyngballe

can be overcome — the potential for emission reductions could be greatS@sm8tand
80in50scenarios highlight. This mixed strategy approach would include (1) restraining
the growth in travel demand with strong transport and land use planning policies, and (2)
targeting advanced technologies and fuels to the subsectors where thegtdieasible.
Because multiple options are employed, the portfolio approach reduces the rexyaled |

of vehicle and fuel technology development and usage for any given mitigasitaggtr
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A portfolio approach also helps to reduce the sensitivity of GHG emissions to any one
technology, resource, or behavioral change and the associated risks dtémgysioes

not succeed.

Though this analysis focuses mainly@omesticemissions, the results of all of the
scenarios show that meeting a 50-80% reducti@wverall emissions is more

challenging. The main issue stems from the greater importance of therasiad marine
subsectors in international travel and the inherent challenge of decarbonizing these tw

subsectors.

Constraints on primary resources and the penetration of new technologies intokiéie ma
could put limits on how deep emissions might be reduced. In particular, biofuel

production is limited by the total amount of biomass resources available in the US and
globally. The use of electric-drive vehicles will not likely be limitedrésource

constraints, but challenges will arise from the timing of technology develd@nd cost
reductions in light of the slow turnover of vehicle fleets, as well as fromrttied

applicability of electricity and hydrogen outside of on-road, rail, and psrbame

marine applications. Deep emission reductions are also particularly sstsitivel

carbon intensities. This depends on the land use impacts (direct and indirect) of expanded
biomass production and the potential of CCS to decarbonize fossil-based eletdcity

hydrogen production, neither of which is fully understood at this time.
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The extent to which the transport sector will ultimately need to reduceigsiens is not
certain since deep reductions are not yet law and reductions will likely not He equa
across all sectors of the economy. But as one of the largest current corgributdal

US GHG emissions, transportation must play a major role (IEA, 2008; Yeh et al), 2008
If the US is to have a low-carbon transportation sector by 2050, it will need to expand its
policy toolkit in order to adequately address emissions from all subsectors.réedive
portfolio approach for mitigating GHG emissions necessitates contiegsedrch and

policy support for improving vehicle and fuel technologies and reducing transport
intensity. While the potential carbon impacts of the various technology options are
relatively well understood, the impacts of the behavioral options are less saalgspec

the non-LDV transport subsectors (UKERC, 2009). Behavioral and structural shange
and policies promoting them, are critically important to alleviate dependenicgure
technology developments and also to reduce other non-GHG-related problemsaoelated t

unchecked growth in travel demand, including traffic congestion and fatalities

Comparison of our results and conclusions to those of other recent scenario studies is
made difficult by the fact that no other studies have analyzed the issue ofdong-te
transport sector GHG reductions in quite the same way. Either the studieak®ava t
much more limited view of the transport sector, choosing to focus only on LDVs (e.qg.,
(Bandivadekar et al., 2008; Grimes-Casey et al., 2009; Mui et al., 2007; NRC, 2008; Ye
et al., 2008)), or the focus has not been on the US specifically (e.g., (IEA, 2008;
WBCSD, 2004)). Nevertheless, the central conclusion of this analysis istenhgigh

these other studies: a multi-strategy, portfolio approach is needed in orddwetdera
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reductions in transport GHG emissions, given physical constraints on resources and
technological constraints on the types of fuels and vehicles that can be appligdim ce
subsectors. Another important conclusion, which is consistent with IEA (2008} is tha
achieving deep reductions will require the decarbonization of the non-LDV soiissect
emissions from these subsectors are projected to account for greater tlodalh&ls

transport emissions by 2050.

There are a number of limitations to the scenario approach employed in thisastdidy
certain caveats apply to the results presented here. First, the analyseslisia

hundreds of input assumptions which have been developed from dozens of published
studies. While we have tried to be as judicious as possible in selecting assuthptions
are the most reasonable, the reader will undoubtedly disagree with some of oes choic
and, potentially, our results and conclusions. For this reason and in an attempt to be
transparent, we include all of our input assumptions in an appendix that can be found in
the online supplementary material to the origiBaérgy Policypaper, on which this

chapter is based. Another limitation of this study is that it focuses on only ooedfect

the economy, transport, and does not attempt to model GHG mitigation potential in other
sectors. In order to account for the transport sector’s spillover effectseinsatctors, we

use lifecycle GHG emissions rather than end-use emissions in our ¢aiilgbince
lifecycle emissions are quite sensitive to modeler assumptions, we hasebat€A
estimates on the widely used and relatively transparent GREET model. Moraover
attempting to represent various 2050 snapshots of the US transport sector, we do not

explicitly model economics and dynamics in our analysis; though, it should be noted that
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all of our input assumptions are informed by studies that do consider these important

elements.
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RESEARCH STREAM #2

I. Modeling optimal transition pathways to a low-carba economy
in California: Impacts of advanced vehicles and fuls on the

energy system (CA-TIMES)

David McCollum, Sonia Yeh, Chris Yang, Joan Ogden

Institute of Transportation Studies, University of California, Davis

Abstract:

Climate change could have a large impact on California’s economy, natural and managed
ecosystems, and human health and mortality; and because of this, the stterhas t
leading role in regulating greenhouse gas emissions. Yet, while Califorrtizkkas

major steps defining technology pathways and designing complementaryalidie
regulations to meet its 2020 target of bringing total emissions back down to the 1990
level, the steps needed to achieve the state’s long-term, aspiration@Gparcent

below the 1990 level by 2050) have not been clearly defined, and the technology and
policy options are not well understood. In an effort to better inform the policy process,
have worked with colleagues to develop a new simulation tool for modeling California’
future energy system and for generating and analyzing scenarios torgribe state’s
long-term (2020-2050) GHG emission reduction goals. In this capacity, the work offers

the unique capability to perform scenario analyses, evaluate policy, and present
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technological portraits for the specific conditions that exist within tte.stEhis
dissertation chapter provides a detailed description of the modeling tool, whibedra
named CA-TIMES and is the first bottom-up, technologically-rich, integratedyener
engineering-environmental-economic systems model of its kind for Califofine

model has been developed within the TIMES framework (The Integrated MARKAL-
EFOM System), and it covers all sectors of the California energy econuetuding
primary energy resource extraction, imports/exports, electriaityyamtion, fuel
conversion, and the residential, commercial, industrial, transportation, andtagaicul
end-use sectors. Using the model, | analyze the structure and operation of ¢he futur
California energy system under various future energy demand scenahos|ogy
assumptions and carbon policies and evaluate the impacts of these various sicenarios
terms of investments in technologies, technology and infrastructure adoptiamséduel
and resource demands, electricity generation mix, and environmental impacth;, nam
GHG emissions. The scenario analyses and model runs focus on the evolution of the
transportation, fuel supply, and electric generation sectors, speyifivaluse of
advanced technologies and alternative fuels in response to various energy ated clima
policies. In sum, achieving deep reductions in California greenhouse gamemiss
technically feasible in the long term at reasonable cost (total cumulatieg posts of
<2.7% of Gross State Product, considering only the transportation, electricityeand f
conversion sectors). Actually, thetcost to society could be even lower, when one
considers avoided costs (such as for climate change adaptation) and othefit®-bene
(such as air pollution and energy security). The current analysis does noé ¢hpse

other benefits (i.e., negative costs). To be sure, the deep reductions envisaged in this



61

analysis are dependent on the full availability of a low-carbon technolodglmortf

the potential of certain key resources and technologies (e.g., biomass, nuclear power
CCS, or electricity and hydrogen as transportation fuels) is signifydanited, then it
could become extremely difficult, as well as more costly, to reach an &Q¥tion

target by 2050.
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II.1 California Energy Use and GHG Emissions in the Base-Year 2005

In developing future energy scenarios for California, it is first necgss take a

historical perspective of energy use and greenhouse gas emissions ireth&stat

overview provided in this section paints a picture of California’s energy |lamelssait

existed in 2005, which is used as the base-year throughout this study, since a cdasiderab

amount of data exists for 2005 and also because it is in the not-too-distant past.

1.1.1 End-Use Energy Demand in the Transportation, Industrial, Commercial,
Residential, and Agricultural Sectors

California’s energy system is largely reliant on fossil fuels, thougjgraficant amount

of energy is also sourced from nuclear, hydro, biomass, and various other types of

renewable and non-renewable fuels. Much of this energy is either produced and/or

converted to a finished fuel product within the state, in order to meet the eversingre

demands of the five end-use sectors: Transportation, Industrial, CommeesidgRial,

and Agricultural. Figure 4 depicts final energy consumption for each of skeet@'s in

2005. All values shown here and throughout this chapter reflect the use of highey heati

values (HHV) when converting from native units (e.g., kg, scf, 1bs) to enertyy(ery.,

PJ, MJ). In fact, all energy flows in CA-TIMES are estimated on a H&Bisb

It is important to note that according to the definitioriradl (i.e.,end-usg energy
consumptiorthat is applied here, the numbers shown in the following figures do not
include conversion of primary energy resources (e.g., crude oil, natural dastcdso

final energy carriers (e.g., electricity, gasoline, diesel, at@)l refineries, electric power
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plants, and other types of fuel conversion facilities. If primary energy consummgre
allocated to each of the end-use sectors in fair proportions, the energy sharebesgow
would look quite a bit different indeed. (For example, the transport share would be
significantly smaller.) In short, the greater the use of fuel combustion fputpeses of
useful work (e.g., moving a vehicle) — as opposed to heat — the greater will be treeend-
energy demand. Since work-related fuel combustion processes (e.galiobenibustion
engines) are inherently inefficient, total energy consumption in, sairatieport sector

is over-emphasized compared to the other end-use sectors where #iepuigared
consumer devices and fossil fuel heaters/cookers play dominant roles. The major
efficiency losses associated with, for example, electricity géapraccur at the power
plant stage — i.e., during the conversion from primary to final energy. (Whieaher
certainly efficiency losses at refineries associated with congettude oil to gasoline,
diesel, jet fuel, and all other refined products, these losses are small inisompar
power plants and internal combustion engines.) Because these power plantaffici
losses are ignored, the results shown here for final energy consumption by eackarse s
provide a different picture than one might expect if looking only at primary energy

consumption.



Energy Consumption by End-Use Sector, 2005 (PJ)

Commercial; 667

Residential; 921

Transportation; 3,562
Industrial; 743

Agricultural; 96

Figure 4 Final Energy Consumption by End-Use Sectp2005

California’s commercial sector accounts for about 11% of total energy demdre |
state. The two most consumed fuels are, by far, electricity and natu(&iga® 5).
Certain other fuels, such as distillate, coal, kerosene, LPG, wood, gasatine, a

geothermal energy, are used in far smaller quantities.

64



65

Commercial Sector Energy Consumption by Fuel Type, 2005 (PJ)

Coal; 0.5 Distillate; 12.6

Natural Gas; 221.7

Electricity; 415.0

Gasoline; 1.5

Kerosene; 0.4
LPG; 7.3
Wood (wet); 6.9

Geothermal (direct and
heat pumps); 1.1

Figure 5 Commercial Sector Final Energy Consumptio by Fuel Type, 2005

The residential sector is very similar to the commercial sector ihate ®f total end-use
energy demand (~15%) and in that electricity and natural gas are the two wkofionéts
(Figure 6). However, in this case the situation is actually reversed — rgdanal the
principal fuel, and electricity assumes the minority role. Moreoven;, sakxgy, in the
form of rooftop solar photovoltaics and passive solar water heating, comprise a non-

trivial share of residential energy supply.
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Residential Sector Energy Consumption by Fuel Type, 2005 (PJ)

Solar energy; 1?.31 Distillate; 1.0

Electricity; 309.8

Matural Gas; 519.5

Geothermal (direct and
heat pumps); 0.3

Wood (wet); 29.9_/

Kerosene; 1.8

Figure 6 Residential Sector Final Energy Consumptin by Fuel Type, 2005

The industrial sector accounts for about 12% of California’s total end-use energy
demand. When compared to some other states and countries, this is actualiyetyrelat
small fraction, though it should hardly be surprising given that heavy industoy ike
basis for California’s economy. That being said, the industries that doregiatifornia
are relatively diverse; hence, the fuels consumed in the industrial secidsacgpiite
diverse (Figure 7). Natural gas and electricity continue to play the two donohes)t r
but a number of other fuels are also used in fairly significant quantities, fandestcoal,
gasoline, distillate, and biomass, as well as niche fuels such as asphakdod and
lubricants, which according to the CARB GHG Inventory are actually corxdbfrst

energy purposes in California, thereby generating GHG emissions.
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Industrial Sector Energy Consumption by Fuel Type, 2005 (PJ)

Lubricants; 11.8
| Coal; 66.6

Distillate; 6.7

Electricity; 171.1

Natural Gas; 265.7

Asphalt and road oil; 96.9

Wood (wet); 29.9_/

Gasoline; 37.9
Biomass; 20.4

Petroleum Coke; 13.4
Refinery Gas; 12.9

Figure 7 Industrial Sector Final Energy Consumptia by Fuel Type, 2005

The smallest of California’s end-use energy sectors is agricultuaecdunts for only
1.6% of the state’s total energy demand, despite the fact that agriculysepth an
important role in California’s economy and society. Note that althoughyitnmigbe so
clear from Figure 8, fuel consumption for agricultural vehicles is not included et
rather in the transportation sector. Yet, even if energy demands farlagetvehicles
were included, total energy demand for the agricultural sector would stilaomynt to

2.3% of all end-use energy consumption in California.
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Agricultural Sector Energy Consumption by Fuel Type, 2005 (PJ)

Distillate; 5.9

Natural Gas; 13.9

Gasoline; 6.4

Electricity; 69.4

Figure 8 Agricultural Sector Final Energy Consumpion by Fuel Type, 2005
(does not include energy consumption for agricultual vehicles)

The largest end-use energy sector in California is transportatiorh) iMitself

consumes more energy than all of the other end-use sectors combined, accounting f
roughly 60% of the state’s entire end-use energy demand (Figure 4). Thienpasant
transport sector fuels are petroleum-based: gasoline, diesel (i.e ateéistjt fuel, and
residual fuel oil. Natural gas, electricity, and ethanol are used as Weit,a much

lower levels.
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Transportation Sector Energy Consumption by Fuel Type, 2005 (PJ)

Electricity; 2 Ethanol; 83

Aviation Gasoline; 3

Jet Fuel; 569

Residual Fuel Oil; 230

Matural Gas; 33 Gasoline; 1,990

Diesel; 652

Figure 9 Transportation Sector Final Energy Consurption by Fuel Type, 2005

Like the other end-use sectors, transport is far from being a homogenous calteigory.
comprised of a number of distinct subsectors, each of which fulfills a uniqueitiole w
California’s energy economy. Perhaps not surprisingly, the most used transpat
gasoline (Figure 9), and the largest subsector is light-duty vehicles€RiQur Light-

duty passenger cars and trucks account for a little more than half of sfidraanergy
consumption in California. The other on-road subsectors (motorcycles, medium- and
heavy-duty trucks, and buses) contribute an additional ~15%, while the aviation and
marine subsectors comprise almost a quarter of all transport secigy eaesumption.
Off-road and construction devices, agricultural vehicles, and pipelines makesfinalthe

~6%.
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Energy Consumption by Transport Subsector, 2005 (PJ)

Agricultural Vehicles; 44 Pipelines; 12
Off-Road &Construction; __ | —
140

Light-Duty Cars & Trucks;

1,917
Aviation; 575

Marine; 289

Rail; 49

Buses; 34 ¥
Heavy-Duty Trucks; 271

Medium-Duty Trucks; 226
Motoreycles; 6 Fa

Figure 10 Final Energy Consumption by Transport Sbsector, 2005

The fuel use estimates shown in Figure 10 include all energy consumption for any
vehicles that purchase fuel within California, regardless of the destirtthe trip —
whether it be intrastate (within the state), interstate (to another, stabefernational (to
another country). By this definition, the fuel consumption of a vehicle that startp its tr
in another state or country and then terminates in California is not includeduarthat
principally concerns the aviation and marine subsectors and is important betause, i
relative sense, the vast majority of California’s aviation and maringtgarosses state
borders. It is also important from a policy perspective. Following guidelinespeadli

by the Intergovernmental Panel on Climate Change (IPCC), the Califomiesources
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Board (CARB) calculates, but excludes, fuel use and GHG emissions refuwitmg

aviation and marine fuel purchased in California and used for interstate emaiitnal

trips (CARB, 2009a). Therefore, the energy and emissions estimates providisd in t
chapter will appear higher than those published by CARB in its official GreenB@sse
Inventory. In order to do a fair comparison, when using the CARB numbers, one should
make sure to add back in the energy and emissions estimates from ttatiedo-c

“Excluded Emissions” category.

The reason | have chosen to include all transport activity, energy, and emissians in t
estimates presented in this chapter, as well as in the CA-TIMES maiielistsjuite

simple: my objective is to model the entire California energy system, batbnprand
future, in an effort to develop deep GHG reduction scenarios that allow the statt to me
its long-term energy and environmental goals. While the policy process gfrtayanot
clearly specify which regulatory entities will eventually have fliason over aviation

and marine trips that cross state/country boundaries, it is quite likely éhdtamatic
transformation of California’s energy system is to ultimately takespla@ne of the

state’s energy sectors or subsectors can afford to be ignored. Thdreéore made sure

not to ignore them in my modeling.

[1.1.2 Electricity Generation
The electricity sector is similar to oil refineries, bio-refinersasd hydrogen production
facilities, in that power plants take a primary energy feedstock (e.g.ahgas; biomass,

uranium, wind, hydro, coal) and convert it into a finished fuel product, in this case
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electricity, which can then be delivered and consumed within one of the five end-use
sectors (industrial, commercial, residential, agricultural, and transipajtaFor this
reason, these conversion facilities are often said to be a part of the “sgtendagy
sector, where the “primary” sector refers to, for example, oil and nagfasgbroduction,

coal and uranium mining, and biomass feedstock collection.

A variety of power plant types are used to produce electricity for theo@a#ifmarket,

the so-called “generation mix” (Figure 11). Natural gas, which actaatpmpasses
several different plant technologies (combined-cycles, steam turbines, andogass),

is used to supply almost half of all electricity that is generated witHifo@&a. The

next largest categories are hydropower and nuclear, respectively. Rnodiich other
renewable and non-renewable sources comprises the remainder of ireiseatdign.
However, a large share of California’s electricity is actually suggdi@n outside the
state. In fact, if it were classified as its own generation type, importslweplesent the
single largest source of electricity supply for California. In rgaliports are generated
from a variety of fuel sources, and there are two different types of isafiomt and
system. Firm imports refer to generation from power plants located outsidefofral
but owned by in-state utilities (e.g., Pacific Gas & Electric, Southeifo@aa Edison,
San Diego Gas & Electric). At present, these utilities operate phattare located in
Oregon, Arizona, Nevada, New Mexico, and Utah. System imports, on the other hand,
refer to electricity produced by utilities in the Pacific Northwesefon and
Washington) or Desert Southwest (Arizona and New Mexico) that is only impontd w

available or needed — essentially the spot market for electricityauBe of fluctuating
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electricity demand and supply and annual rainfall levels (which impacte hydr
availability), both within California and in these other states, the mix of isipbenges
from year to year. Figure 12 shows what the import mix looked like in 2005. Natural
gas, hydro, and coal are the main fuel sources. Note that, although not shown, firm
imports accounted for ~40% of the import total in 2005, while system imports made up
the rest. (As discussed in a later section, Ryan McCarthy’s disseritathe source of
most of the historical electricity sector data shown here and input to the CASTIME

model for calibration between 2005 and 2010 (McCarthy, 2009).)

Electricity Generation by Plant Type, 2005 (PJ)

Geothermal; 33

Biogas; 11
Wind; 15
Solar; 2

rBinmass; g
Nuclear; 130

Oil-Diesel; 8

Imports; 361

Natural Gas; 337

Figure 11 Electricity Generation by Plant Type, 205
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Electricity Imports by Type, 2005 (PJ)

Mon-Specified; 25.0

Renewables; 1.6 _

Coal; 117.0

Matural Gas; 106.5

Hydro; 83.2

Figure 12 Electricity Imports by Type, 2005

Continuing a previous discussion, it is interesting to note that, as required by tlaé Glob
Warming Solutions Act of 2006 (AB 32), the energy use and emissions related to
electricity importsare included in CARB’s official GHG Inventory (CARB, 2009a).

Thus, in the CA-TIMES model and in the data and results presented in this chapter, | als
follow this same convention, attributing energy and emissions from elgcinpbrts to

the CA-Combustion in-state category.

[1.1.3 Greenhouse Gas Emissions
California greenhouse gas emissions are a by-product of fuel combustion in the

electricity, refining, transport, industrial, commercial, residential,agretultural sectors,
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as well as due to a host of other non-fuel combustion activities, including, but netlimit
to, industrial processes (e.g., cement and lime production, manufacturingtiafredsc
equipment), livestock enteric fermentation and manure management, forest lands, crop
burning, solid waste disposal and wastewater treatment, to name just a feB,(CA
2009a). This non-fuel combustion (i.e., non-energy) category partly include&gh
(Global Warming Potential) gases, such as hydrofluorocarbons (HFC), alosaand
sulfur hexafluoride (SF6). In addition, a small, but non-significant quantity4& G
emissions are annually sequestered (i.e., stored) in California’s vestisfand

rangelands.

According to the California Air Resources Board’s official GHG Inven{Q#4RB,

2007a, 2010a), the state’s total emissions of greenhouse gases from all sources amounted
to 518 million tonnes carbon dioxide-equivalent (Mt/&4q) in 2005, a figure that was

up 6.7% from 486 Mt in 1990 (Figure 13). These totals include emissions from interstate
and international aviation and marine activity, what CARB refers to asu&edf

emissions, a category that contributed 59 and 45.5 MtegGn 1990 and 2005,

respectively. Also included in the official CARB statistics are non-gn@&kGs, which

contributed 35.8 and 55.4 Mt G@q in 1990 and 2005, respectively.
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Comparison of In-State GHG Emissions Estimates: CARB GHG Inventory and CA-TIMES

Notes:
- "Excluded" emissionsrefertointerstate and international aviation and marine transport
- "Non-Energy" emissions referto (1) non-fuel combusion emissions from avariety of sources,
including industrial processes(e.g., cement production), livestock enteric fermentation and manure
management, forestlands, crop burning, solid waste disposaland wastewatertreatment, etc., and (2)
m Non-Energy sinks/sequestration from forests and rangelands
m Excluded - CA-TIMES estimates include only fuel combustion activities, and coverintrastate, interstate, and

550 - i international transport activity (i.e., CARB's "Excluded" emissions)
= Fuel Combustion

450 -

400 - -

250 -
200 -

150 -

GHG Emissions (Mt CO,-eq)

CARE {1990) CARE (2005) CA-TIMES (2005)

Figure 13 Comparison of GHG Emissions Estimates: 8RB GHG Inventory and CA-TIMES

Unlike the CARB GHG Inventory, the current version of the CA-TIMES model only
covers emissions from fuel combustion activities. Non-energy GHGs (whiohrated

for just 11% of total emissions in 2005) are not modeled at the present time, though there
are plans to do so at a later date by other members of our research team. Moreover, as
discussed earlier in this chapter, the model covers intrastate, inteasthiaternational
aviation and marine activities. Therefore, the emissions estimates feMMES are

directly comparable to the sum of the “Fuel Combustion” and “Excluded” emissions
categories from the CARB GHG Inventory. Figure 13 clearly illustrithiss

comparability and at the same time indicates how closely the CA-T ividaci|

(comprised of hundreds of technologies — each with unique fuel inputs, efficieraies,
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costs — which are spread over the various primary, secondary, and end-use energy
sectors) is able to replicate the energy system of California in the eas@805. The
statistical difference between the CA-TIMES model output and the 2005 datatisdes
0.1%. In total, the current version of the CA-TIMES model captures 89% of all GHG
emissions currently produced by the California energy system. Such breadge
becomes especially important when developing deep GHG reduction scenarefheinc

emissions reductions required in the future depend in large part on the historitaébase

Given that California’s transportation sector is the single largest energyming
category in the state, as discussed previously, it is perhaps not surprisingraart is
also the greatest emitter, comprising a little more than half of all greenpass
emissions in 2005 (Figure 14). The second largest polluter is the electrotdy, se
followed by the combined industrial/supply sector. The residential, commercial, and
agricultural sectors emit relatively low quantities of GHGs sincetradéy makes up

such a large share of fuel consumption in each of these sectors, and emissions from
electric generation are accounted for in the “Electricity” categoRigure 14. Viewed
another way, Figure 15 allocates electric sector emissions to the vartbusesectors —
i.e., each end-use sector is assigned an additional quantity of emissions ingrdport
the share of electricity it consumes in total economy-wide production. eEhms most
affected by this allocation are residential, commercial, agricultanal industrial.
Because the transport sector in California only consumes a small amountrafiglexdt
present (mostly for rail and certain bus applications), its emissions ardiakg

unchanged. Note that because the transport, electricity, and supply sectors account f
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85% of all emissions related to fuel combustion, these are the sectors thattfezeive
most attention in this dissertation and are, thus, modeled with the greatest ljpttom-

technological detail in the current version of the CA-TIMES model.

At this point, the reader should note a small, but important, accounting detail that
concerns industrial and supply sector emissions. Officially, there is no “Sugatggory
in the CARB GHG Inventory. Within the CA-TIMES modeling framework, however,
the supply sector covers certain industrial activities, including petrolefinmng, oil and
gas extraction and production, biomass feedstock collection and transport, coal and
uranium mining, and delivery of finished fuel products; in future model years, bio-
refineries, hydrogen production facilities, and a few other types of converaius pkre
included as well. Therefore, the combined industrial/supply category in CAS i
synonymous with the conventional meaning of the “Industrial” sector, as midbw e
in the CARB GHG Inventory or elsewhere. Naturally, care has been takenmdwmible-

count energy use and emissions in the industrial and supply sectors of CA-TIMES.
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CA-TIMES GHG Emissions Estimates, CA-Combustion and +Out-of-state Supply, 2005
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CA-Combustion +0ut-of-state Supply
W Supply 54.4 96.2
® Industrial 25.7 25.7
= Agricultural 16 16
o Residential 28.8 28.8
= Commercial 126 126
m Electricity 95.6 95.6
m Transportation 243.6 243.6

Figure 14 CA-TIMES GHG Emissions Estimates, CA-Corhustion and +Out-of-state Supply, 2005



80

CA-TIMES GHG Emissions Estimates, CA-Combusion and +Out-of-state Supply, 2005
(electricity emissions allocated to end-use sectors)
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Figure 15 CA-TIMES GHG Emissions Estimates, CA-Corhustion +Out-of-state Supply, 2005
(electricity emissions allocated to end-use sectyrs

Figure 14 and Figure 15 both show two types of emissions estirG&teSpmbustion
and+Out-of-state Supply CA-Combustion emissions are fairly self-explanatory: they
include all emissions produced from fuel combustion activities within the boundaries of
California’s energy system, which in this analysis is defined to also inelndsions

from interstate and international aviation and marine trips whose origin fer@aliand

from all power plants whose electricity is destined for the Californikebaeven if those
plants are located in neighboring states. (The latter procedure is consigtehew

CARB GHG Inventory, wherein only the “California share” of emissions feteuntricity
imports is counted.) For the base-year 2005, the CA-Combustion designation does not

include emissions that result from transporting primary energy feedstagkscfude oil,
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natural gas, coal, uranium, biomass) or finished fuels (e.g., refined petroleumt@roduc
biofuels) from outside of the state into California, nor are the upstrearycléewell-
to-tank”) emissions resulting from production/conversion of these feedstod&s/fue
outside of California considered, except for combustion emissions relateattiicél
imports. Nevertheless, from a modeling standpoint, it would be quite useful to be able to
calculate the full lifecycle GHG emissions (both “well-to-tank” arahi¢-to-wheel”) for

all of the fuels consumed within the California energy system, includingiemssdsom

the upstream supply stages that occur outside the state or even in another country (e.g
crude oil production in the Middle East). For this reason, the CA-TIMES model also
tracks the vast majority of upstream emissions related to imported exxengyodities

and assigns these out-of-state emissions te@he-of-state Supplgmissions total. In
particular, the emissions are allocated to the supply sector categorypskream

emission factors for each type of resource/fuel generally come lfi@@alifornia-

specific version of Argonne National Laboratory’s Greenhouse gasedaiegu

Emissions and Energy Use for Transportation (GREET) Model (CARB, 2007b). Figure
14 and Figure 15 illustrate that total emissions including out-of-state supplg are, a
expected, slightly larger than CA-Combustion emissions in the base-y#ar 2his is

due entirely to total supply sector emissions being about 75% greater thaCik-the
Combustion case. In other words, a large portion of the upstream emissioms that a
generated while producing final energy carriers for end-use consumptiohfarra
actually occur outside of the state’s borders. Emissions from the non-segjalsssare,

by definition, the same in both the CA-Combustion and +Out-of-state Suppsy case

Therefore, one should not think of the figures as showing the well-to-wheel emiskions
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each energy sector. This calculation would require the careful allocatiotalo$upply
and electric sector emissions to each of the end-use demand sectors, whialaihcide

has been done separately, as discussed below.

The average lifecycle carbon intensities of several fuels commonly u€adifiornia in
2005 are shown in Figure 16 (technically speaking, electricity is an energgy)caBoth
upstream (well-to-tank) and fuel combustion (tank-to-wheel) emissiorsgnigghted.
The carbon intensities of the refined petroleum product fuels (gasoline, disgklate
fuel oil, and jet fuel) are roughly similar, ranging from 78 to 88 g€@MdJd v, with

most of their emissions being attributable to the fuel combustion stage. IN@atsira

less carbon-intensive than these fuels; in fact, natural gas is the leastioéebsive of

all commonly used fossil fuels. Interestingly, the most carbon-intensglstiown in

the figure is electricity (based on California’s average grid mkpse emissions are
attributed entirely to the upstream stages, because electricity iguatyacombusted.
One must keep in mind, however, that electric motors tend to be more efficient energy
conversion devices than internal combustion engines, boilers, and gas turbines
(efficiencies can be up to four times greater). Therefore, the troercentensity of
electricity is actually quite a bit less than the other fuels shown, if onge éskibe
boundary the useful work (i.e., energy service) that is supplied by an energy mmvers

device.

In comparing the fuel carbon intensities shown here to those of other studies, it is

important to note that | estimate all carbon intensities on a higher heatind Medug
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basis. (In fact, all energy flows in CA-TIMES are estimated on a HH\$)asi
Utilization of a HHV for a fuel's heat content (in units of, say, MJ/gal) hasffect of
lowering a carbon intensity estimate on a lower heating value (LHV) Imasikout 7 to
11%, depending on the particular fuel (except for electricity, of coursehich LHVs
and HHVs are the same). This is important because the convention adopted by the
GREET model, the California Low Carbon Fuel Standard (LCFS) regulations,a@std m
other lifecycle analysis studies is to use a LHV basis for estimatahgdubon

intensities. Our research group has chosen to adopt a HHV basis throughoit the C
TIMES model because it represents a more accurate treatmentgyf #oes (from
primary resource supply through conversion to end-use) and because it is the approach
adopted by the U.S. Energy Information Administration (EIA) in its Nationatgyne

Modeling System (NEMS) energy forecasting and scenarios model.

Taking this LHV/HHV conversion issue into account, the average lifecyd®icar
intensities calculated within the CA-TIMES framework match up quite welhiat wne
would expect to see, based on other studies. In truth, the CA-TIMES values #eoa litt
the low side, if only slightly, say by about 2% to 4%. This is due to inherent limitations
with trying to capture every single process and emission flow related téethyecle
production of a particular resource/fuel commodity. Entire careers have beeaddevot
developing modeling tools to do just that (e.g., Argonne’s GREET and Delucchi’s. LEM)
The lifecycle analysis (LCA) model used in conjunction with CA-TIMES igpgman
Excel-based tool that | developed (somewhat tangentially to the core model

development), in order to post-process the results produced by CA-TIMES. The tool
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takes the output of a given CA-TIMES model run/scenario and allocatestzd efiérgy
and emission flows to the various production stages for the numerous fuel products.
Great care is taken to apportion these flows in the correct way. The lL€iAatians
definitely donot occur internally within the current version of the CA-TIMES model,
which is a very important point since this limits one’s ability to impose dimam
constraints on carbon intensities while the model is running, something that might be
desirable if one were to want to analyze an LCFS policy. Future worlkhbymembers
of the CA-TIMES research team may attempt to address this importasatilmiof the
model. In any case, various other types of energy and environmental constralygs ca
feasibly implemented within the model framework, including carbon caps, véietle
economy standards, renewable portfolio standards, and so on (as discussed in greater

detail in later sections).
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Average Lifecycle Carbon Intensities of Common Fuels, 2005
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Figure 16 Average Lifecycle Carbon Intensities o€ommon Fuels, 2005

By comparison, California’s energy system is less carbon-intensive tharU@tstates

and other countries. For instance, as shown in Figure 16, the CA-TIMES model
estimates that the average carbon intensity of California’s elecygriity- taking
transmission line losses into account — was 97.4,¢8MJ (351 gC@eq/kwh) in

2005, a value confirmed by McCarthy (2009). This is significantly less than @ge
electric generation, which achieved a carbon intensity of 17Q-@g®J (612 gC@
eg/kwWh) in 2005 (EIA, 2006; EPRI, 2007). The reason for this large differenceys fairl
straightforward: the vast majority of California’s electricity @sirom relatively low-
carbon sources, such as nuclear, hydro, natural gas, and other renewables, whereas a

significant portion of US electric generation (~50%) is derived from coaépow
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Other similar metrics also indicate that California’s economy and esgsggm are less
carbon-intensive than the rest of the country. Table 6 presents California Gs&toasi
relative to the state population and the state’s gross domestic product (GD R GS¥0

and 2005. For comparison, average values for the U.S. are shown as well. The emissions
estimates shown here include all types of in-state GHGs (or in thefdiseU.S., all

domestic GHGS), i.e., emissions from fuel combustion, non-energy emissions, and
forestry/rangeland sinks, etc. that occur within California, excluding taterand

international aviation and marine emissions. The statistics show thatbbe aaensity

of California’s economy has decreased significantly since 1990. In fadpr@aiwas

less carbon-intensive in 1990 than the entire U.S. was fifteen years later in 2005.

Table 6 Indicators of Economy-Wide GHG Emissions irCalifornia and the U.S.

Year 1990 2005 1990 2005
tCO,-eq per Mill$ GDP 477 305 640 490
$ GDP per tCO-eq 2,097 3,281 1,563 2,040
tCO,-eq per capita 17.4 14.0 19.9 20.1

Data sources: CARB (2007a), CARB (2010a), UN (2010)

Notes: U.S. emissions estimates are taken frortited Nations Framework Convention on Climate
Change (UNFCCC) statistics, rather than from thelie Dioxide Information Analysis Center (CDIAC)
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.2  Methodology

The model developed in this project has been named CA-TIMES. It is a technoyegicall
rich, integrated energy-engineering-environmental-economic systems tinaidisl a
variant of the MARKAL and TIMES family of energy models, focusing on thé&@ala
energy system and containing California-specific data and assumti@#s-TIMES is

a unique simulation tool, in that it will represent the first publicly availaideel of its
kind in the state, when it is fully developed. Unlike other economic models that have
previously been used for California energy and climate policy antly6ia-TIMES is a
bottom-up, optimization model, which covers all sectors of the California energy
economy, including primary energy resource extraction, imports/expoxsjaig
production, fuel conversion, and the residential, commercial, industrial, transpurtati
and agricultural end-use sectors. Over the next several years, CA-MNMBS used by
UC-Dauvis researchers and the California Air Resources Board to teeaathanalyze
scenarios for meeting California’s long-term (2020-2050) GHG emissituttieon goals.
My dissertation work begins this process by performing scenario asalgluating
policy, and presenting technological portraits for the future given the ispsmiiditions

that exist within the state.

4 An alternative way of viewing MARKAL and TIMES that they are model “shells”. We take this shell,
which contains hundreds of embedded equations lgodtams, and input the data for California, thsre
creating a California-specific energy systems modielthis sense, the modeling is data-driven,wed
avoid wasting excessive time tinkering with the mlozbde.

!> For example, the Energy 2020 model by Systematiati®ns; an electricity and natural gas sector ehod
by Energy and Environmental Economics (E3); andBheironmental Revenue Dynamic Assessment
Model (E-DRAM) by UC-Berkeley, California Departntesf Finance, and CARB.
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[1.2.1 Solution Framework of the CA-TIMES Model

The MARKet ALlocation (MARKAL) model and its next-generation extensime
Integrated MARKAL-EFOM1 System (TIMES), are comprehensive enemgyaeering-
environmental-economic (so-called “4E”) modeling frameworks used by.®eDOE
National Laboratories, the U.S. DOE Energy Information Administration)(Eh& U.S.
Environmental Protection Agency (EPA), the International Energy Agency ,(HA)

most UNFCCC Annex | governments. In fact, over the past 30 years, MARKNES |
models have been utilized by more than 250 institutions in some 70 countries worldwide
(Goldstein, 2009). While there are at present two national-level U.S. MARKAL model
used for government energy forecasting and analysis, there are none, qusenglyrpr
that are specific to the state of California. In fact, there are no publ&ikalale bottom-

up energy-engineering-environmental-economic models that cover all safcioes

state’s energy system. As California moves forward with a broad spectrarbohc
emissions reduction policies, there is a strong need for this kind of transpardie fle

and accessible analysis tool to help inform policy decisions.

MARKAL-TIMES models are partial-equilibrium models that solve iterdyive GAMS
(General Algebraic Modeling System) via optimization of an objective fom¢tioulou

et al., 2005)° The standard solution method is linear programming (LP), though mixed-
integer and stochastic programming are also possible. An interior point sahger us
CPLEX or XPRESS is normally chosen. The objective of a typical model is to supply
energy services at minimum global cost (or more accurately, at minioasnoi

consumer and producer surplus, by reaching a supply-demand equilibrium with

16 Documentation of the TIMES model framework carfdaend at http://www.etsap.org/documentation.asp
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endogenous energy service demaHds)bject to a larger set of technical and policy
constraints (Figure 17, Figure 18).Importantly, the technological supply curves in
TIMES are not assumed by the modeler; rather, they are built endogendbsiytie

model. The modeler inputs a host of data and assumptions for individual technologies,
and then TIMES implicitly constructs the supply curves internally. Thgga\yscurves

are not fixed in any given time period and/or across different model rung;, tathe

shift and vary, as the model continuously makes decisions in an effort to matataize
consumer and producer surplus. Demand curves, on the other hand, may be input
exogenously by the modeler or built endogenously within the model, depending on
whether the demand commaodity in question is an energy service demand or energy
carrier or material. In the latter case (e.qg., for a fuel suchsadimga), it is not necessary

for the modeler to specify an exogenous demand because the demand for the gpmmodit
will be calculated endogenously within TIMES — i.e., TIMES chooses whetimat ¢o
consume the fuel/material based on whether or not it is a cost-effective to dms fr
systems levegderspective. In the case of energy service demands (e.g., for light-duty
vehicle-miles traveled), either the modeler exogenously specifiesrand trajectory for
each year of the model time horizon or she specifies a demand trajectonyaaidition a
constant own-price elasticity for the demand in each Ye#n.the latter case, the TIMES

model internally constructs a demand function, using the demands and elasscities a

" Total surplus is maximized at the point wheredhantities and prices of the model’s various
commodities (energy carriers, demands, material gmissions) are in equilibrium, i.e., their psi@nd
guantities in each time period are such that tipplgrs produce exactly the quantities demandethéy
consumers.

'8 The basic equations of the model are commoditgrizals, transformation equations, input/output share
on process flows, activity definitions, utilizatieonstraints, and market share constraints.

19 An own-price elasticity of demand is a measurthefresponsiveness of the quantity demanded of a
good or service to a change in its price. It [dslly represented as a percentage change inituant
demanded in response to a one percent changecan(polding constant all the other determinants of
demand, such as income).
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inputs. Note that if the modeler specifies fixed demands (not demand functions), then the
optimization problem is essentially transformed from the maximizati¢otalf consumer

and producer surplus to the minimization of total system costs. In this situation, the
model becomes more of a supply model, as its ability to flexibly adjust densands

reduced. Figure 19 diagrammatically illustrates the alternativeysdpphand

equilibrium in TIMES when fixed energy service demands are exogenouslyiepdsif

the modeler. The capability of specifying elastic demands is a sfestiate of
MARKAL-TIMES models; however, not all modeling groups choose to run their models

in “elastic mode” due to the problems that can potentially arise if relitddgaty data is

not able to be found for all demands of interest.

Decision variables (positvie, continuous):
.. . + Activity variables (Productionlevel of technologies)
Optimization problem + Energy flows
+ Investment decisions

Objective function /1[ . \
Min ¢x, + ¢x, + ... + ¢x,

Model constraints a.x, + a.x, + - + a,x, = b
(linear constraints): - = -
X, + apxy, + -+ a,x, = b

+ Energv/ emission balances 2 2 2 2
+ Efficiency relationships ’
+ Utilization constraints agxy + a, + -+ oa,x, = bli
+ Peaking eqn (reserve capacitv) -
+ GHG mitigation targets, quota for

renewables,. .. a.x, + a,.x + - + a,.x = b .

Figure 17 Simplified Representation of the LineaProgramming Optimization Problem in TIMES
Figure source: Uwe Remme, University of Stuttgad International Energy Agency
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Figure 18 Supply-Demand Equilibrium in TIMES for an Endogenous Energy Carrier, Material,

. Emission, or Service Demand
Figure source: Loulou et al. (2005)

Price 4

o

]:.E-: —————————————————

Supply Curve

E{[lilih]'il+ll

P

Qg {‘qumlitr}-

Figure 19 Supply-Demand Equilibrium in TIMES for an Exogenous Energy Service Demand
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The TIMES objective function sums the discounted net present values (NPV) of capital
costs, fixed and variable O&M, import and export costs, delivery costs, taxes and
subsidies, salvage values, and welfare losses (resulting from reduced elediases),

as well as other cost terms, for all years and regions within the MloBekically, the
consumption and production of every demand, energy carrier, material, and emission
within the model has a cost associated with it — all vehicles, fuel conversionsjevide
power plant technologies, all primary energy resources, and so on — and the total
discounted NPV of these costs is minimized. In doing so, the model attengytidate
the kind of rational economic behavior that, in theory, we should see exhibited by
consumers and firms in a perfectly competitive market. Of course, ity neany

markets are imperfect (e.g., consumers of private transportation, oil ssipgie), and
consumers and firms often exhibit irrational behavior from purely an economic
perspective (when considering only private costs). It, therefore, beconessamey to
depart from the perfectly competitive market framework, and this is possibIMES
through the introduction of taxes, subsidies, and explicit user-defined condiagnts
limits to technological growth and penetration, constraints on emissions, tecbhablogi

hurdle rates, demand elasticities, etc.).

A strongpoint of MARKAL-TIMES models is that they have the capacity to semte
technologies in considerably rich, bottom-up detail, thereby allowing for the

characterization of energy system dynamics over a long-term, mutidgene horizon

20 A global discount rate of 4% is used in the CA-HBImodel. However, certain process have
technology-specific discount rates (i.e., hurdkesy which may be considerably higher.
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(e.g., from 2005 to 2050). A given model contains a large database with hundreds to
thousands of technologies, and each technology is characterized by technicaglfinanc
and environmental parameters (e.g., efficiencies, capital and O&M costsnesibas
factors). These databases are written in Excel spreadsheet tables, dindsa easily
accessed and transferable. Technological progriesssccounted for in the model, and
the future availability of new, advanced technologies is considered. The maiordecis
variables are investment choices (e.g., new capacities, extension, ardeet)rbased

on annualized costs (capital, variable, fuel, O&M, and emissions prices), asfiviti
energy/emission flows, storage, demand, and trade. Shadow prices of the decision
variables, representing the marginal system values of the constraimtstarained by

the dual equations. Note that in the TIMES model, demands can be decision variables as
well, if they are specified to depend on energy prices (i.e., if they haveitkesti

associated with them).

The current version of CA-TIMES can be described as a perfect foresight witidal

single decision-maker (sometimes referred to as the “social planridr&) model has

perfect information over the entire model planning horizon and complete knowledge of
the market's parameters, both now and in the future. In other words, the model knows in
2010 what the total electricity demand and cost of a particular power plant will be

2030, 2040, and 2050; therefore, it can make the best possible investment and operating

decisions in each year, in order to optimize costs over the entire model tinmnhoriz

L Technological progress is captured via exogenpesification of future technology cost and
performance assumptions, investment in new teclgiedpand early retirement of inefficient technadsg
The model also has the potential to represent tdobical progress endogenously through learning and
experience curves (i.e., a progress ratio approatthpugh the current version of the CA-TIMES mlode
does not make use of this feature.
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Alternately, a non-standard, myopic version of the TIMES model also exists, though
have chosen not to use it for the purposes of my dissertation. (The myopic version may
be used in the future by other members of the research team.) Perfeghforexiels

are preferred for scenario development and when conducting so-calledfwhat i
exercises because they allow a researcher to answer questions, sudmeass tié best

way for society to get from where we are today to where we want to be in the?futur
Myopic models, in contrast, are typically used for forecasting and predictirgyand

better geared to answer questions such as, “What is likely to happen in the fegare gi
current policies and how we think energy prices and technologies will develop over
time?” While the differences between these two modeling approachdsensaiptle,

they are nevertheless important.

Box 1
In layman’s terms: How CA-TIMES makes fuel use and investment decisions

This box provides a straightforward explanation of how the CA-TIMES hrodkes its fuel use
and investment decisions, hundreds of thousands of which are made in paraltehdingle
model run. Supply of light-duty car demand over the multi-period time horizon s &akan
example.

First, the modeler specifies an exogenous trajectory of light-duty camdiefim units of vehicle-
miles traveled) over the next several decades. These growgetmng are typically taken from
other studies or official government forecasts. The model can chowsetdhis demand in a
number of different ways. For instance, it can choose to invest in gasdknmal combustion
engine (ICE) vehicles or hybrid-electric vehicles (HEV), diesel I®GB4EVs, biofuel ICEs or
HEVs, battery-electric vehicles (BEV), hydrogen fuel cell vigsi¢FCV), or a number of other
options. It can also choose some combination of all these vehicle types. cliendeiterion
for investment is the vehicle-fuel combination with the lowest totabdisied net present value
cost over its entire life (say, 15 years). The costs considereueasenualized stream of capital
costs, fuel costs, and variable and fixed O&M costs. However, some of thadvareed
vehicle technologies are quite unfamiliar to consumers; thus, themersain risk associated
with them. This manifests itself as a cost premium and is forndulatéae model as assigning :
higher hurdle rate (i.e., technology-specific discount rate) to #bsmnced technologies.

54

While the investment cost of each of the vehicle technologies i€e&agly specified by the
modeler for each year of the model (typically, by using results fronméeeconomic studies as|a
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basis for the assumptions), the fuel costs are constantly varyiting medel solves for them
endogenously using supply curves that it calculates internally. Thess dapend on (1) the
cost of the technologies supplying the particular fuels (e.g., oil refméio-refineries, hydroge
production facilities, electric generation plants), and (2) the costrofpyienergy resources that
are fed to the fuel conversion sector. The cost trajectories lobédwe electric generation and
fuel conversion technologies are exogenously specified by the modetaicfoyear of the mode
(unless the endogenous technological learning function is used), and thendogtgntities of
the various primary energy resource commodities (e.g., coal, oil, ngagraliranium, biomass,
and imports of finished fuel products) are represented with supply curpesetrajectories for
future years. As before, common practice is for these input assmspti be based on the
findings of other reliable studies.

=}

Here, one can begin to see the indirect link between investment and fuetissend in
seemingly unrelated sectors, such as transport and electric geneFaiiranstance, the decisior
of whether or not to invest in a BEV depends on the full lifecycle costésofechnology, which
itself depends, at least in part, on how much it costs to install netnicegmneration and
transmission capacity and, if there is a carbon cap or taxathercintensity of the electricity
that is produced. The decision to install new generation capacity depethesdemand for
electricity in each of the other end-use sectors and the cost ofpemergy resources that are
consumed to generate the electricity. Similar decisions are contipl@iisy made for other
types of light-duty car technologies, as well as all of the otlsbntdogies in the other transpor
subsectors and the electricity, supply, industrial, commercial, resigdamibagricultural sectors,
The ability to represent a multitude of simultaneous decisions arugke range of sectors is dt
the heart obystems levehodeling, and this is certainly what makes it an attractive and usefu
tool for conducting energy analyses.

11.2.2 CA-TIMES Reference Energy System

The concept of the Reference Energy System (RES) is fundamental to tloé ereftgy
systems modeling. The RES describes the entire structure and netwqdro¢aar
system via three types of entities (Loulou et al., 2005):

e Technologies: these encompass all technologies including mining, import, export,
fuel conversion, electric generation, transportation, and other end-use demand
technologies;

e Commodities: these consist of energy carriers, energy services,aisateri
monetary flows, and emissions.

e Commodity flows: these are the links between processes and commodities.
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The CA-TIMES RES represents California’s energy system assiserday, and it
provides full descriptions for potentially available technologies, energun@so

potentials, and service demands for future years out to 2055. The energy flows and
energy balances are calibrated to 2005, and then optimized for all futmse(generally

at 5-year time steps). The RES essentially connects all pro¢essesnergy production,
conversion, and end-use technologies) with commodity flows (i.e., fuels, nsterial
emissions, demands) of the model. As one might imagine, this ultimately deméizity
complex network, with seemingly unrelated processes and commoditiesgsayner
powered light-duty vehicles and electric-powered industrial equipment) all dageordi
and/or reacting to each other in some way. Such complexity is reprasenfdtie real
world, as economic actors in various sectors of the economy each make decisions based
on information (prices, costs, quantities, etc.) that simultaneously depend on tlendecis
of others. The CA-TIMES model attempts to capture these decisions, at an aggregate
level, within the California energy system, and therefore the RES isduéfiéct, as
accurately as possible, the system as it exists today and the potehtiayzait could

take in the future.

Figure 20 shows an extremely simplified schematic of the CA-TIME&r&ece Energy
System. The diagram is helpful for illustrating the model’s main componentseaa
fashion; however, it fails to represent the numerous feedbacks and the complex web of
interdependencies that exist within the model. For instance, progressmbgfrdo

right, one sees how the model takes primary energy resources (e.g., cruae @eds



them to the fuel conversion sector where the primary resources are turniahinto

energy commodities (e.g., gasoline, electricity) with varying aegoé efficiency,

dependent on technolog$y.These final energy commodities are then consumed by

technologies in the various end-use sectors, in order to produce enough useful energy to

meet the required energy service demands (e.g., VMT, PMT, TMT).

PrimaryEnergy

Conversion

End-Use

End-Use Energy

- Petrol. Products

Supply Technologies Technologies Service Demands
(Primary Energy) (Final Energy) (Useful Energy)
Mining Fuel Conversion Transportation Transportation
- Crude oil - Qil refineries - Light-duty cars - Vehicle-miles tr
- Natural gas - Bio-refineries - Light-duty trucks -P ng
1'% . . ' h _’
Renewables Product. Pl - FT Liguids plants Pl - Motorcycles - Ton-miles
- Biomass - Hydrogen facilities -H -duty vehicles -Hoursof o
-Solar - - Medium-duty vehicles -
- Wind Electric Generation - Buses Commercial
- Hydro - Natural gas - Rail - Pl of energy demand
- Geothermal Pl - Coal P| - Aviation —P| Residential
S - Oil -Marine - PJ of energy demand
Imports _ Nuclear - Off-road & Construct. Industrial
_Crude oil - Biomass - Agricultural vehicles Plofen of energy demand
- Natural gas - Solar - Pipelines Agricultural
_\MAG R
- Coal Wind ) - PJ of energy demand
- Uranium .| -Hydro N Commercial
- Petrol. products P| - Geothermal " - ==
- Electricity - Tidal/Ocean Residential
- Biofuels - Fuel cells S
- Hydrogen - CHP Industrial
Exports ,| Heat Production a| Agricultural L))
- Electricity ¥l -Steam plants v

Figure 20 Simplified Schematic of the CA-TIMES Redrence Energy System

22 A point of clarification: Note that in the diagramports of refined petroleum products, electricity
biofuels, and hydrogen are shown to feed the faelersion sector when, in reality, these final gger
commodities would bypass the fuel conversion seaorgo directly to the end-use technologies.




98

Electric Generation Sector

The electric generation technologies in CA-TIMES are part of the largkeconversion
sector. These technologies consume primary (and even some secondary) energy
resources and convert them to a final energy commodity, electricity. (#nceases,
heat is also produced as a by-product.) Twenty-five (25) separate power plant
technologies are used to represent California’s entire generation sgsterbase-year
2005 (Table 7). A further thirty-seven (37) are available in future yegrstastial
technologies in which CA-TIMES can choose to invest. The model aggregates the
generation capacity of similar plant types (e.g., natural gas combines);@&lbpposed
to representing every single one of California’s 690+ power plants asrateegatity
(EPA, 2009). This distinction is important, as it should be recognized that CA-TIMES
has been designed to be an enexgtemsnodel, not exclusively a power market model
like PROSYM or ReED$® Such fine resolution would be beyond the scope of the

current analysis.

% For further information on PROSYM, see the Ventyebpage:
http://www.ventyx.com/analytics/market-analyticpad-or further information on ReEDS, see the NREL
webpage: http://www.nrel.gov/analysis/reeds!/.
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Table 7 Electric Generation Technologies in CA-TIMES

Base-Year Technologies Future Technologies

Oil Steam (Distillate, Jet Fuel, and RFO) Naturas@ombustion (Gas) Turbine (NGGT)

Diesel Oil Combustion Turbine Advanced Natural Gas Combustion (Gas) Turbine (NGGT
Diesel Oil Combined-Cycle Natural Gas Combined-Cycle (NGCC)

Natural Gas Combustion (Gas) Turbine (NGGT) Advangatural Gas Combined-Cycle (NGCC)

Natural Gas Steam Turbine (NGST) Advanced Natuesl Gombined-Cycle (NGCC), w/CCS
Natural Gas Combined-Cycle (NGCC) Coal Steam

NGGT, Combined Heat & Power (CHP) Advanced Coal Bdsif. Combined-Cycle (IGCC)

Coal Steam Advanced Coal Int. Gasif. Combined-Cycle (IGCC),a2ZS
Biomass Steam (Forest Residues) Biomass IGCC (FRessdues)

Biomass Steam (Municipal Solid Waste, Mixed) | Biomass IGCC (Municipal Solid Waste, Mixed)
Biomass Steam (Municipal Solid Waste, Paper) | Biomass IGCC (Municipal Solid Waste, Paper)
Biomass Steam (Municipal Solid Waste, Wood) | Biomass IGCC (Municipal Solid Waste, Wood)
Biomass Steam (Municipal Solid Waste, Yard) Biomass IGCC (Municipal Solid Waste, Yard)

Biomass Steam (Orchard and Vineyard Waste) Biomass IGCC (Orchard and Vineyard Waste)

Biomass Steam (Pulpwood) Biomass IGCC (Pulpwood)

Biomass Steam (Agr. Residues, Stovers/Straws) | Biomass IGCC (Agricultural Residues, Stovers/Stjaws
Biomass Steam (Energy Crops) Biomass IGCC (Energp$}

Biogas from Landfills and Animal Waste Digesters  o@as from Landfills and Animal Waste Digesters
Geothermal Geothermal, in California

Hydroelectric, Conventional Geothermal, in WestdrB. Outside California
Hydroelectric, Reversible (Pumped Storage) Hydglke Conventional

Wind Hydroelectric, Reversible (Pumped Storage)

Solar Thermal Wind, Lower Class Resources in CA

Solar Photovoltaic Wind, Higher Class ResourceSAn

Nuclear, Conventional Light Water Reactors (LWR) nd/iLower Class Resources in Western U.S. Outsile C
Wind, Higher Class Resources in Western U.S. OatSid
Wind, Offshore

Solar Thermal, in CA

Solar Thermal, in Western U.S. Outside CA

Solar Photovoltaic

Nuclear, Conventional Light Water Reactors (LWR)
Nuclear, Pebble-Bed Modular Reactor (PBMR)
Nuclear, Gas Turbine - Modular Helium Reactor (GHR)
Molten Carbonate Fuel Cell

Tidal and Ocean Energy

Generic Distributed Generation — Baseload

Generic Distributed Generation — Peak

In order to paint a realistic picture of the current electricity landsgagalifornia, the
CA-TIMES electric generation sector is calibrated to the base2(#r based on data

from a variety of sources, including most notably McCarthy (2009), CARB (2010b),

CEC (2010b), and the California Biomass Collaborative (CBC, 2009). The types of data
needed for calibration include plant efficiencies (i.e., heat rates), fuelshargs, fixed

and variable O&M costs, generation capacities, scheduled capaciynetis, and
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plant-specific availabilities by timeslice. The model is then catidat to the years 2006—
2010 by carefully controlling the capacity investment in, and utilization of, future
technologies (from the perspective of 2005), using the same sources listed aboge. (Not
that while data for 2010 is not yet available in full, McCarthy (2009) hasna&®td what
California’s 2010 generation mix is likely to be in a baseline scenariogr 2@10, the
model is free, more or less, to invest in any of the potential future power plant
technologies shown in Table 7, subject to certain constraints on capacity gnowth a
policies, such as the state’s Renewable Portfolio Standard (RPS). The typms of i
assumptions that are needed for the future technologies are the same as thosednent
above, as well as a few others: start years (i.e., first year of pkfaakty), plant
lifetimes (in years), investment costs, transmission costs, techngpegyfic discount

rates (i.e., hurdle rates), and maximum annual limits to capacity growth.

Power plant investment, utilization, and fuel use decisions in CA-TIMES are raseé b
on the principle of cost minimization (over the entire lifetimes and lifesyof the
technologies). In this sense, one might suppose that CA-TIMES in some way
approximates an electricity dispatch model. While this may be true in a base; € is
not an entirely accurate depiction of the current version of the model. For insteree
are forty-eight (48) timeslicésin CA-TIMES, a number much less than typical power

market models (which have hundreds or thousands of timeslices) but considerably more

24 |n the field of energy-economic systems modelmtfimeslice” refers to the temporal disaggregatién
the model. It represents a pre-defined lengtlinod {typically on the order of hours, weeks, montirs
years), for which the modeler provides data tontfeelel. The model then treats each individual tices
as homogenous throughout the year when carryingaptimization. Generally speaking, the more
timeslices available to the model, the more aceutts solution. However, that being said, theee ar
important trade-offs with respect to model compatatime and data availability.
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than typical MARKAL-TIMES and other energy systems models (with onty ).
This finer level of resolution offers certain advantages, paramount of vghgcimore

realistic optimization/solution/scenario.

Each model year of CA-TIMES is divided up into six “seasons”, or rather, pairs of

months:

January/February
March/April
May/June
July/August
September/October
November/December

These month-pairs are subsequently partitioned into eight three-hour time blocks:

0:00 — 3:00
3:00 - 6:00
6:00 — 9:00
9:00 -12:00
12:00 — 15:00
15:00 - 18:00
18:00 — 21:00
21:00 — 24:00

The combination of the six month-pairs and eight time blocks leads to the 48 tiseslice

of the model (6 8 = 48). Every timeslice is unique; but within each, the representation

is homogenous. For example, the time block between 6:00 to 9:00 during the
January/February season is the same on January 4 as it is on January 23, February 12, or
any other day during January or February. In addition, from the model’'s gterspbe
timeslices are not chronological: in other words, what happens in the Janbarsfie

3:00-6:00 timeslice has little bearing on what happens in the 6:00-9:00 timeshee of
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same season. The model treats each timeslice distinctly when makinghdagasions.
Other considerations that are not included in CA-TIMES but that would bear on dispatch
decisions in reality include power plant air pollutant emissions rules, unexpecegesut

and ramp rates.

Incorporating a fairly high degree of timeslice resolution into the modw®ipsrtant

because electricity demand and supply fluctuates over the course of thesdiy,

month, and year. This is illustrated by the “heat maps” of Figure 21, wdbmolors

indicate high values, yellow/orange indicates intermediate values, @@l igdicates

low values. Clearly, California electricity demands peak during thenaftes and

evenings of summer and early-autumn days. For the most part, this coincidesawith sol
insolation (i.e., solar power potential), which is strong in California throughouttre y

and which peaks in the late-morning and early-afternoon. In contrast, wind speeds (i.e.,
wind power potential) tend to be strongest during the nighttime hours of spring and
summer days, matching poorly the times of the day/year with the higbestcity

demands. (This data is for 2003, and comes from McCarthy and Yang (2008a).)



103

T T2 T3 T4 T5 T6 T7 T8
S 0:00 => 3:00 3:00 => 6:00 6:00=>9:00 ( 9:00=>12:00 | 12:00 =>15:00 | 15:00 => 18:00 | 18:00 => 21:00 | 21:00 => 24:00
C
o 1F January/February 1.4% 1.5% 1.9% 2.1% 2.0% 2.1% 2.2% 1.8%
E @
o 9O 2MA March/April 1.5% 1.5% 1.9% 2.1% 2.1% 2.0% 2.2% 1.8%
> P
o
I3 B Ml May/June 1.6% 1.6% 2.0% 2.3% 2.4% 2.4% 2.3% 2.0%
(SR
m a ALY July/August 1.8% 1.8% 2.2% 2.7% 3.0% 3.1% 2.8% 2.3%
—
'.('g L/)/ 550 September/October 1.6% 1.7% 2.1% 2.4% 2.6% 2.7% 2.5% 2.0%
o
— 6ND  November/Decemher 1.6% 1.6% 2.0% 2.2% 2.1% 2.2% 2.4% 2.0%
n 1F January/February 5.3 5.2 5.0 4.9 5.2 5.1 52 54
8 2MA March/April 8.9 8.4 74 6.7 7.3 8.4 9.3 9.3
G) o)
Q' Ml May/June 10.5 9.7 8.5 7.7 8.2 9.6 10.7 10.7
U’ ~
'g ~ ALY July/August 9.9 8.6 71 5.9 6.9 8.9 10.9 11.0
; 550 September/October 6.9 6.2 5.6 4.9 5.5 6.1 6.6 7.2
6ND  November/Decemher 5.9 5.7 5.1 4.9 5.5 5.6 6.1 6.1
c 1F January/February 0.0 0.0 315.9 663.6 609.8 246.7 0.0 0.0
o
"% 2MA March/April 0.0 23.7 536.8 Trat 693.5 422.8 0.0 0.0
—
=«
8 E 3Ml May/lune 0.0 118.4 680.0 791.0 781.3 583.3 50.0 0.0
Cc =
: ; 4lA July/August 0.0 80.0 619.9 785.6 755.2 535.8 39.2 0.0
g <
6 550 September/October 0.0 11.2 549.1 756.5 714.7 352.3 0.0 0.0
n
6ND Movember/December 0.0 0.0 377.4 767.1 723.6 234.3 0.0 0.0

Figure 21 Electricity Demand, Wind Speeds, and Saldnsolation for Each of the 48 Timeslices in
CA-TIMES

In the CA-TIMES model, the timing of electricity demands is specifie@&zh of the
end-use sectors, based on unpublished data from Ryan McCarthy that feeds into his
EDGE-CA electricity dispatch model. The data represents the base-yearD@d, a

the industrial, commercial, residential, and agricultural end-use sectotisnitig of

electricity demands (across the 48 timeslices of the model) is assufoddw the same
temporal profile in all model years. Transportation demands for electurattreated
separately, however. In fact, in the current version of the model, these demandg are onl

specified at the seasonal level, allowing the model to decide the optimab trewharge
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plug-in electric vehicles. The only exception in the transport sector isitlsalyaector,
whose electricity demand profiles (for light- and heavy-rail) areeatly known; hence,

their demands are assumed to follow the same profile in all future years.

On the supply side the availability of all electric generation technolageesestricted to
capacity factors within each timeslice that are consistent with icstawverages (for
thermal power plants, hydro, and nuclear) and resource availability (for wind,ssuda
other renewables) for actual power plants and resources in Californiee ddpecity
factors depend on technological constraints to production (e.g., planned and unplanned
outages due to maintenance), as well as on the timing of renewable resourcal potenti
(e.g., wind and hydro availability and solar insolation). In defining timespeeific
capacity factors for the CA-TIMES model, information on power plant and renewabl
resource availability data is sourced from the EDGE-CA electricity tispaodel by
McCarthy and Yang (2009), which compiles a large amount of data on historiagéout
periods for all thermal power plants in California, as well as actual wind spdesbiar

insolation profiles for several different sites in the state.

The CA-TIMES model also captures the cost of investing in new eledtacaimission
and distribution lines. This is especially important for “stranded” renewabteirces
that exist in remote regions of the western U.S. and Canada (e.g., solar, wind, and
geothermal), for which transmission distances, and thus costs, would be ratlieasigni
if these resources were tapped for the California market. Transmission ienestst

estimates for various renewable resource types are based on the CaliibtimaJBlity
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Commission’s “33% RPS Implementation Analysis”, which includes a spreadsbdet

developed by the consulting firm E3 (CPUC, 2009).

Supply Sector

The supply sector is the largest and most complex sector of the CA-TIMES mitel, w
respect to the sheer number of technologies and fuels that comprise it and the web of
processes and commodity flows that link together to form its network. It mdke
fundamental of all sectors in the model, since it is the source of all prenargy
resources and is responsible for delivering all energy commodities (eacegedtricity)

to both the fuel conversion and end-use sectors.

A number of primary energy resources are produced, or have the potential to be
produced, in California or in surrounding states. CA-TIMES represents the production of
these resources with supply curves of varying complexity. In the casedefail and
natural gas, the “supply curves” are simply exogenous price projeatioaadh future
year, which are sourced from other studies (e.g., EIA (2010a) and IEA (20108usBec
oil and natural gas are globally-traded commodities and California only rapkesmall
share of global consumption/production, California is assumed to be a price-taker fo
these energy resources under the CA-TIMES framework — hence, the exogé&®us pr
projections, despite the fact that crude oil and natural gas are produced in @aliforni
the case of biomass, CA-TIMES makes us of unique supply curves for eaclvef twe
different feedstock types that have the potential to be produced “sustaitiablyio

water for irrigation, thus rain-fed, if water is needed for feedstock ptioth)icn



106

California and/or the Western United States outside of California. The suppbsare
taken from Parker (2010), and the feedstocks include Forest Residues, Muniggpal Sol
Waste (Mixed)®, Municipal Solid Waste (Paper), Municipal Solid Waste (Wood),
Municipal Solid Waste (Yard), Orchard and Vineyard Waste, Pulpwood, Agricultural
Residues (Stovers and Straws), Energy Crops (Herbaceous), Yellow Greasa, Ani

Tallow, and Corn.

The CA-TIMES model also allows imports of primary energy resourcesraadcehergy
commodities. For instance, because California does not have the capability tooali

or uranium, these energy resources can be imported into the state from elsawiner

U.S. or from abroad. And even for commodities that California can produce, the model
still allows for a certain quantity to be imported from outside the state, las ¢aise for
crude oil, natural gas (via pipeline or LNG), refined petroleum products (e.glingas
diesel, jet fuel, kerosene, residual fuel oil, etc.), biofuels (e.g., corn ethdhdgsie
ethanol, sugarcane ethanol, bio-diesel, etc.), and hydrogen. Supply curves and/or

exogenous price projections are specified for each of these imported commodities

Dozens of fuel transport and delivery technologies are used in CA-TIMES to destribut
the various primary and final energy commodities to the fuel conversion and end-use
sectors. Along the way, production, transport, and delivery costs are assigned, and
upstream emissions are allocated. The bulk of primary energy resatgabsivered to

the fuel conversion portion of the supply sector, which consists of crude oil refjnerie

% Municipal Solid Waste (Mixed) includes the MSW () and MSW (Food) categories from Nathan
Parker’s dissertation work.
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bio-refineries, Fischer-Tropsch poly-generation plants, and hydrogen pmducti

facilities.

The refinery technology in CA-TIMES is able to flexibly produce a range ferdrit
petroleum products, taking crude oil, natural gas liquids, natural gas, and electricity as
inputs (Figure 22). Crude oil and natural gas liquids are feedstock inputs (i.e., their
carbon and energy content is converted into the fuel products), while the remaining
energy carriers are combusted at the refinery in order to generatg/beatdor the

various refining operations. In addition, a small fraction of the input crudeaddas
combusted. Hydrogen is produced as an intermediary product/input at the refingry us
natural gas steam methane reformation, though this process is not lgxplcdeled.

The outputs produced at the refinery include distillate heating oil #2, low-sulfurvéyg
diesel (<500 ppm S), ultralow-sulfur highway diesel (<15 ppm S), conventional gasoline,
reformulated gasoline, jet fuel, kerosene, high-sulfur residual fuel oilsidfur residual

fuel oil, liquefied petroleum gases (LPG), methanol, petrochemical fekdsesphalt,

and petroleum coke. Reflective of a real-world refinery, the flexiblntdogy in CA-

TIMES is constrained from over-producing each fuel product by settingg@er limit on

the share of total refinery output that can come from a particular fuel. etgroduct

splits are relaxed slightly over time, and along with refinery effis and resource

inputs, they are calibrated to the base-year 2005, using data from the CEC’s Energy
Almanac (CEC, 2010a), the EIA Petroleum Navigator (EIA, 2010d), and the assumptions

to the Petroleum Market Module of the EIA’'s NEMS model (EIA, 2010c¢). Through a



108

process known as “capacity creghthe existing stock of California refineries is allowed

to expand over time. Estimates of future refinery creep for Californrerafs have

been put at about 0.45% per year according to the CEC (CEC, 2010c). Thus, the state’s
refining capacity is able to grow, albeit with a much smaller capitidyttian would be
expected if a “greenfield” refinery were to be built on a new site. Suchfggiee

expansions are also possible in the model through investments in a future refinery

technology.

| ——» Distillate Heating Oil #2
5 Low-Sulfur Hwy. Diesel (<500 ppm)

Crude Ol —— Ultralow-Sulfur Hwy. Diesel {<15 ppm)

———— Conventional Gasoline
> Reformulated Gasoline
L JetFuel

Natural Gas Liquids ———»

- Kerosene

Flexible
REfiner\/ - High-Sulfur Residual Fuel Oil

L » Low-Sulfur Residual Fuel Qil
Natural Gas ——»

——— LPG
——> Methanol

. L » Petrochemical Feedstocks
Electricity ———»

— Asphalt

|——» Petroleum Coke

Figure 22 Simplified Schematic of Flexible Refingr Technology in CA-TIMES

% Refinery capacity creep is the term used to diesdhie cumulative result of many small projects and
productivity enhancements that enable a refineigidrease crude oil input over time.
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Several different types of bio-refinery technologies are modeled in &&=%I(Table 8),
though only a couple of these are available in the base-year 2005: bio-diesefignoduc
facilities consuming yellow grease or animal tallow as feedstockenglt supply until

2010 is met by imports of corn ethanol from the Midwestern U.S. and sugarcane ethanol
from Brazil. Soon after 2010, the model is able to invest in cellulosic ethanol plants (via
either the biochemical or thermochemical pathway) and bio-derived resielallf

plants (via a pyrolysis bio-oil pathway). These future technologies c@soenof nine

types of cellulosic feedstock. In addition to producing their liquid fuel prodhetse t
bio-refineries also generate a small amount of electricity aspadalct. Feeding this
low-carbon electricity to the grid can displace more carbon-intensiveesoofc

electricity, such as natural gas plants. All future bio-refinery techresare

characterized by biomass input efficiencies, investment costs, fixed aaldlea&di&M

costs, annual capacity factors, technology-specific hurdle rates oygaait limits on

capacity growth, and a variety of other information. These technologgatearations

largely come from Bain (2007).
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Table 8 Bio-Refineries and FT Poly-Generation Plais in CA-TIMES

Production Technology

Cellulosic Ethanol Plants

Feedstock Types ‘

Biochemical Pathway (50 or 100 million gal per year
Thermochemical Pathway (50 or 100 MGY)

Forest Residues

Municipal Solid Waste, Paper
Municipal Solid Waste, Wood
Municipal Solid Waste, Yard

Orchard and Vineyard Waste
Pulpwood

Agricultural Residues, Stovers/Straws
Energy Crops

Bio-Residual Fuel Oil Plants

Pyrolysis Bio-Oil Pathway (25 or 100 MGY)

Forest Residues

Municipal Solid Waste, Mixed
Municipal Solid Waste, Paper
Municipal Solid Waste, Wood
Municipal Solid Waste, Yard

Orchard and Vineyard Waste
Pulpwood

Agricultural Residues, Stovers/Straws
Energy Crops

Renewable Bio-Diesel Plants

Hydro-treatment Pathway (50 or 100 MGY)

Yellow Grease
Animal Tallow

Fischer-Tropsch Poly-Generation Plants

Biomass Gasification (61 MGY)
Biomass Gasification, w/ CCS (61 MGY)

Forest Residues

Municipal Solid Waste, Mixed
Municipal Solid Waste, Paper
Municipal Solid Waste, Wood
Municipal Solid Waste, Yard

Orchard and Vineyard Waste
Pulpwood

Agricultural Residues, Stovers/Straws
Energy Crops

Coal-Biomass Gasification, Syngas RC, w/ CCS (138
Coal-Biomass Gasification, Syngas OT, w/ CCS (112Y\
Coal-Biomass Gasification, Syngas OT, w/ CCS (5aBY\

Coal

Forest Residues

Municipal Solid Waste, Mixed
Municipal Solid Waste, Paper
Municipal Solid Waste, Wood
Municipal Solid Waste, Yard

Orchard and Vineyard Waste
Pulpwood

Agricultural Residues, Stovers/Straws
Energy Crops

Fischer-Tropsch (FT) coal-biomass poly-generation plants represemioyeeacategory

of potential future fuel conversion technologies in CA-TIMES (Table 8)es& plants

consume one of nine types of cellulosic feedstock and then produce some combination of

synthetic gasoline, diesel, jet fuel, and/or electricity. Co-firindp woal is an option with
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certain plant designs. In the current version of CA-TIMES, | have chosen to ineleide f
out of the sixteen biomass-to-liquid (BTL) and coal/biomass-to-liquid (GBTocess
configurations developed and analyzed by Kreutz et al. (2008). Using their naming
convention, the following plant types are characterized in CA-TIMES: BTLY,
BTL-RC-CCS, CBTL-RC-CCS, CBTL-OT-CCS, CBTL2-OT-CCS. Accaoglio the
authors, all of these system designs are based on commercial or near-cammerci
technologies. The main differences between them have to do with theirgvsizes,
biomass-to-coal input ratios, and fuel/electricity product splits; whetheot CCS is
utilized or CQ is vented to the atmosphere; and whether a once through (OT) or recycle
(RC) approach is used for the initially unconverted synthetic gas (“syng®$ite that

RC systems maximize FT liquids production, while OT systems allow for more
electricity generation at the expense of reduced FT liquids production.) Tiwve fofe
plants made available to CA-TIMES consume only biomass (i.e., no coalra:fithus,
they produce liquid fuel products with zero or significantly negative carbon mésnsi
For example, the BTL-RC-CCS plant design is an example of a negativ@a@sis
technology, since it takes carbon from biomass (which originally pulledoGOof the
atmosphere via photosynthesis) and permanently stores it underground. Furthee, becaus
the three CBTL plants with coal-biomass co-firing each utilize CCS, tkeypaoduce
liquid fuel products with relatively attractive carbon intensities, even thooghused

an input fuel. These carbon intensities are significantly better, or ahteasirse, than
petroleum-based gasoline. From a technological perspective, carbon eaptsterage

is particularly attractive with these FT liquids poly-generation plantsusedhe CQ

stream that is generated is naturally concentrated — in other words, ameartyream
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of CQO;, is generated, by default, as a by-product of the FT process, thus the addetl costs
CO, capture are quite low. All future FT BTL/CBTL poly-generation plant technedogi

in CA-TIMES are characterized by coal and biomass input efficienoMsstiment costs,
fixed and variable O&M costs, annual capacity factors, technology-splkegifide rates,
year-to-year limits on capacity growth, and a variety of other informafite.

technology and cost assumptions come from Kreutz et al. (2008).

Hydrogen is supplied to the various end-use sectors in CA-TIMES via a number of
different pathways. The following hydrogen production technologies are avddahie
model in future years: Coal Gasification (w/ and w/o CCS), Natural @asnStlethane
Reformation (w/ and w/o CCS), Water Electrolysis, and Biomass Gasifiqat/ and
w/o CCS). Both coal gasification facilities in the model are intended foratieett
production; the large-scale facility produces 1,200 metric tonnes pétay (t/d),
while the mid-size facility produces 24 ft.The same situation is true of natural gas
SMR facilities, except that a small-scale technology (0.48 t/d)asaaiailable for
distributed production at a refueling station. A mid-size water electrabaisology
(24 t/d) is available for centralized production, as well as a small4szdinology (0.48
t/d) for distributed production. All mid-size biomass gasification faedi{24 t/d), which
consume one of the nine types of cellulosic feedstock, are intended for zedtrali
production, and the biomass technologies that utilize CCS are potential negative

emissions technologies. Hydrogen is the only commodity produced at each of the

27 A 1,200 tonne/day H2 production facility is rougleiquivalent to producing 438 million gasoline gall
equivalents (gge) per year on an energy basis4 #dfacility is equivalent to 8.76 million gge/ywhile a
0.48 t/d facility is equivalent to 0.175 milliongfyr. A 2.74 t/d refueling station is equivalemtlt00
million ggelyr.
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production facilities, no matter the technology: no electricity co-gdioartakes place.
All future hydrogen production technologies in CA-TIMES are characterigetdl,
natural gas, biomass, electricity, and/or water input efficienciesstimeat costs, fixed
and variable O&M costs, annual capacity factors, technology-specifitehmatds, year-
to-year limits on capacity growth, and a variety of other information. Tdmmodogy and
cost assumptions draw heavily from the U.S. EPA’s 9-region MARKAL mod®\(E

2008a), which is partially based on NRC (2004).

After it is produced, hydrogen is distributed to end-use sector technologeithiéxy

pipeline or truck transmission and delivery technologies, depending on the form in which
the hydrogen is to be consumed, gas or liquid (Figure 23). (Of course, hydrogen
produced with distributed technologies requires no transmission and delivery since the
production occurs at the refueling station.) In the model, distinctions are ntagebe
three different levels of geographical aggregation: Urbanized Arey (WtBan Cluster
(UC), and Rural Region (RR). This has a bearing on the costs of hydrogen ssaosmi
and distribution. An urbanized area generally refers to a densely setteaf &000 or
more people; an urban cluster refers to an area of at least 2,500 people bthidawer
50,000 people; and a rural region is any area that falls outside of the two urban
designations. Pipeline delivery of gaseous hydrogen from a centralizedtmoduc

facility first occurs via long-distance transmission to a UA, UC, or RRgate. Then,
trunk delivery via pipeline takes place within the UAs and UCs. Finally, service
pipelines distribute hydrogen to refueling stations. (Note that in rg@ng the trunk

delivery step is bypassed.) Truck delivery of liquid hydrogen is done in much the same
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way. First, long-distance transmission to UA, UCs, and RRs is carried ougby la
trucks; then, for UAs and UCs small trucks distribute hydrogen to refuelimgnstatAn
alternate pathway for UAs and UCs is for gaseous hydrogen to be transportedityp the
gate by means of a pipeline; then, the hydrogen is liquefied and loaded onto a truck for
distribution to the refueling station. Once at the refueling station, which is edgsam
have a dispensing capacity of 2,740 kg/day, the model can choose to fuel hydrogen
vehicles with either gaseous or liquefied hydrogen. This choice depends on the full
lifecycle costs of the hydrogen fuel (production + delivery), as well asviestment
costs of the hydrogen vehicles. Each step in the delivery process has some cost,
efficiency, and emission flow associated with it. These technologyatberations are
based on the EPAUS9r MARKAL model (EPA, 2008a), NRC (2004), and the U.S.

DOE’s Hydrogen Analysis (H2A) model (DOE, 2008).
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Figure 23 Simplified Schematic of Hydrogen Produdébn and Supply Technologies in CA-TIMES

At this point, it should be noted, however, that despite the somewhat sophisticated
treatment of hydrogen transmission and delivery in CA-TIMES that has beerbddsari
the above paragraphs, in the current version of the model, there are no constraints to
specify demand splits between urbanized areas, urban clusters, and rural riegather
words, there are no constraints to ensure a transition from distributed érydrog
production in the early years to centralized production later on, or from the large
metropolitan areas of the state (“lighthouse cities”) in the earlgstagural regions and
smaller towns several years thereafter. The current version of CES ldbes not make
these fine geographic distinctions since it treats California as la seggon, although a
more sophisticated spatial representation could certainly be addedeatdatat as has

already been discussed by other members of our research team. Such gedgtaipfsc
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outside the scope of the present analysis. However, one of the goals of mgtthssert
work to this point has been to put in place most of the model structure needed for
analyzing these issues, with a realization that there is considerabéstntéhin ITS-
Davis in analyzing spatial aspects of hydrogen (as well as biofuelsstmfraure

development. | leave these interesting questions to others and to futurehresearc

Transportation Sector

The transportation sector of CA-TIMES is the most detailed and disaggregatediwd the
end-use demand sectors. Indeed, the level of bottom-up technological detaihidyarg
greater than typical energy systems models, especially for the nortraB3port
subsectors. As shown in Table 9, the transport sector consists of elevereseparat
subsectors; a few of these subsectors are further disaggregated intotse@ng.,

Transit Buses, School Buses, etc.). Each segment represents a unigeedsenand,
which the model must satisfy. (The units of each service demand are shown in
parentheses.) For instance, demand for light-duty cars is distinct frorallightrucks.
Both of these are exogenously specified by the modeler, and there is no pyp$sibili
endogenous segment-switching (i.e., from LDTs to LDCs) — at least in tlemtcuersion
of the model — unless the modeler decides to run a scenario with different demands for
each segment. In general, demand projections are based on governmesissfaretar

other research studies.

Within each subsector, a number of technologies exist for satisfying théexpend-use

demands in each subsector/segment (Table 9). In the base-year 2005, and up through
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2010, the model is calibrated to historical data. This effectively means thatfraside
some Flex-Fuel E-85 vehicles in the light-duty subsector, the model is coagtra
invest only in fossil fuel technologies between 2005 and 2010. (Note that in Table 9, a
*’ represents technologies that were used in the base-year 2005.) After 20h@dble
is free to invest in any technology, depending on its assumed first yearlabdiyaiand
subject to constraints on its growth. From a modeling perspective, every tteesgor
technology is represented in essentially the same way. The technologigmedusl
and energy carriers (gasoline, diesel, jet fuel, RFO, natural gas, bjdiydiogen,
electricity, etc.) and produce end-use service demands. (These fuelg@me from
the supply sector, as described previously.) Each technology has an assimead\eff
for turning energy into service demand, and each is given a fixed upper bound on its
annual availability (e.g., the maximum number of miles that a single lightedntcan
travel within a given year). For the base-year 2005, efficienciesvaildlalities are
calculated for each base-year technology in each transport subsector aedtsdgis
also necessary to specify average vehicle lifetimes and the stock of tegbsdah the
base-year (i.e., how many vehicles of each type were available inudmsec®or and
segment in 2005). Future technologies require much the same information, and in
addition the technology’s first year of market availability, investment anil ©8sts
(aside from fuel costs), and technology-specific hurdle rates. In some ot#sese(e.q.,
for efficiencies and investment costs), the input assumptions are exogenoudigdpeci
trajectories for all future model years. Other studies are used to irffesa t
assumptions. With all of this information at its disposal, the model is free to oelke f

use and investment decisions by trading off the costs of competing end-use teeknolog
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Of course, certain other considerations also come into play, such as vehige®ffic
standards and renewable fuel mandates. An expanded discussion of the CA-TIMES
transportation sector is found in Section 11.2.3 below. Unfortunately, due to thennhere
space limitations of this chapter, it is not possible to discuss the composition of each o
the various transport subsectors in great detail, for example, the relgtimgance of
freight versus passenger aviation (comparing intrastate, inteestaténternational

travel) or the breakdown between the various types of rail. That being sardamadaint

of research has previously been conducted on this topic for California, and theeadterest
reader is encouraged to read through Yang, McCollum, McCarthy, and Le2§I08) (

for a considerable amount of further information.
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Table 9 Transportation Sector Technologies in CA-TMES

Technologie$

Light-Duty Vehicles

Gasoline ICE *

Gasoline HEV *

Gasoline ICE (Moderate Eff.)
Gasoline ICE (Advanced Eff.)
Diesel ICE *

Diesel HEV

E-85 Flex Fuel ICE

E-85 Flex Fuel ICE (Moderate Eff.)
E-85 Flex Fuel ICE (Advanced Eff.)
E-85 Flex Fuel HEV

Light-Duty Cars (vehicle-miles traveled) Dedicated Ethanol ICE

Light-Duty Trucks (vehicle-miles traveled) Natural Gas ICE
Natural Gas Bi-Fuel ICE
LPG ICE

LPG Bi-Fuel ICE

Gasoline PHEV 10/30/40/60

E-85 Flex Fuel PHEV 10/30/40/60
Diesel PHEV 10/30/40/60
Battery-Electric

Hydrogen Fuel Cell

Methanol Fuel Cell

Gasoline Fuel Cell

Motorcycles

Gasoline ICE *

Motorcycles (vehicle-miles traveled) Dedicated Ethanol ICE

Heavy-Duty Trucks

Gasoline ICE *

Diesel ICE *

Diesel ICE (+10% Eff.)
Diesel ICE (+20% Eff.)
Heavy-Duty Trucks (vehicle-miles traveled) Diesel ICE (+40% Eff.)
Natural Gas (CNG) ICE
LPG ICE

Dedicated Ethanol ICE
Dedicated Methanol ICE

Medium-Duty Trucks

Gasoline ICE *

Gasoline HEV

Diesel ICE *

Diesel HEV

Natural Gas (CNG) ICE
Natural Gas (CNG) HEV
Medium-Duty Trucks (vehicle-miles traveled) LPG ICE

Dedicated Ethanol ICE
Gasoline PHEV30
Diesel PHEV30

Natural Gas (CNG) PHEV30
Hydrogen ICE-HEV
Hydrogen Fuel Cell

Buses

Gasoline ICE *

Gasoline ICE (+20% Eff.)
Transit Buses (vehicle-miles traveled) Gasoline ICE (+40% Eff.)
School Buses (vehicle-miles traveled) Diesel ICE *
Intercity and Other Buses (vehicle-miles traveled) Diesel ICE (+20% Eff.)

Diesel ICE (+40% Eff.)
Diesel HEV
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Natural Gas (CNG) ICE *
Natural Gas (CNG) HEV
LPG ICE

Dedicated Ethanol ICE
Dedicated Methanol ICE
Gasoline PHEV30

Diesel PHEV30

Natural Gas (CNG) PHEV30
Electric *

Hydrogen ICE-HEV
Hydrogen Fuel Cell

Rail

Commuter Rail (passenger-miles traveled)

Heavy Rail (passenger-miles traveled)

Light Rail (passenger-miles traveled)

Intercity Passenger Rail (passenger-miles traveled)
Freight Rail (ton-miles traveled)

Diesel *
Electric *

Marine

Domestic - Intrastate/California - Large Shippingsegel
(ton-miles traveled)

Domestic - Intrastate/California - Harbor Craft
(hours of operation)

Domestic - Intrastate/California - Personal Redoeal Boat
(hours of operation)

Domestic - Interstate - Large Shipping Vessel
(ton-miles traveled)

Foreign/International - Large Marine Vessel
(vessel-miles traveled)

Gasoline ICE *

Diesel ICE *

Residual Fuel Oil ICE *
Dedicated Ethanol ICE

Diesel Molten Carbonate Fuel Cell

Aviation

Domestic - Intrastate/California - Passenger Aoiati
(passenger-miles traveled)

Domestic - Intrastate/California - Freight Aviation
(ton-miles traveled)

Domestic - Intrastate/California - General Aviation
(hours of operation)

Domestic - Interstate - Passenger Aviation
(passenger-miles traveled)

Domestic - Intrastate/California - Freight Aviation
(ton-miles traveled)

Foreign/International - Passenger Aviation
(passenger-miles traveled)

Foreign/International - Freight Aviation
(ton-miles traveled)

Other Miscellaneous Aviation (PJ of activity)

Jet Fuel Turbofan Jet Engine *
Aviation Gasoline Propeller *
Gasoline *

Hydrogen Turbofan Jet Engine

Off-Road & Construction

Off-Road & Construction Devices (hours of opera}ion

Gasoline *

Diesel *
LPG/CNG *
Dedicated Ethanol
Hydrogen
Electricity

Agriculture

Agricultural Vehicles (hours of operation)

Gasoline *

Diesel *
Dedicated Ethanol
Hydrogen
Electricity

Pipelines

Natural Gas Consumption for Pipelines (PJ of NG)

tuNd Gas *

" Notes: The *" symbol is used to denote techn@sghat were used in the base-year 2005.
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Industrial, Commercial, Residential, and Agricultural Sectors

Because this dissertation research focuses on the transportation,igleatecsupply
sectors (since they account for 85% of all GHG emissions related to fuel cmmbuist
California), the current version of the CA-TIMES model has a fairly simple
representation of end-use energy consumption in the industrial, commerciahtrakide
and agricultural (collectively “ICRA”) sectors. Eventually, in latersuens of the model
and through contributions from other members of our research team, these otisr sect
will be modeled at a level of technological detail that is similar to that whickrly

exists for transportation, electricity, and supply (i.e., describing esergice demands

for the different segments of each of these sectors and the technologieslauilat can
potentially be used to supply the end-use demands, such as light bulbs, air conditioner,
refrigerators, etc.). In the meantime, however, in order to satisfpctevelop future
energy scenarios where deep reductions in economy-wide greenhousesgamerare

to be made, there must be at least some representation of the ICRA sectdrs {aed t
they consume and emissions they generate), no matter how limited the detail.n@te ca
simply ignore these sectors entirely. My approach to solving this problem mambee
represent final energy consumption in each of the four ICRA sectors withayepert-
output technologies. Each sector possesses only one of these technologies, and each
technology consumes exogenously specified quantities of various types of faehin e
year. In other words, both the supply of final energy and the demand for total useful
energy are specified in energy units (e.g., PJ). The efficiency of eachgdribric

input-output technologies is set at 100%.
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Total useful energy demand by sector and the breakdown of final energy by fuey type
sector are calibrated to published energy statistics for the base-year 209hei$uel

use estimates of the CARB GHG Inventory (CARB, 2010b). For future yearsndema
trajectories and the fuel use mix are exogenously specified by the malkeserjnput
assumptions can be easily and quickly modified across different model runs ljew., w
running a reference case vs. a deep GHG reduction scenario). Obviously, givigidthis
framework, the model is not free to make fuel use and investment decisiongdiby tfh
the costs of competing end-use technologies (e.g., boilers, furnaces, cdograstént
light bulbs, solar hot water heating, etc.), as it is able to do in the transportation,
electricity, and supply sectors. However, that being said, the framework dbakypa
allow for feedback and interplay with the other sectors, since the fuel demands in the
ICRA sectors send a price/quantity signal to these other sectors, whidtsrimafuel

use and investment decisions therein.

In my dissertation work, | have relied on other studies to develop future fuel use and
demand scenarios for the ICRA sectors. For instance, in developing my Ref€esecl
draw heavily from the California Energy Commission and UC-Davis Advancedj¥ner
Pathways (AEP) project (McCarthy et al., 2008a, b), while for my Deep Beétfaiction
Scenario | base my projections on the well-known BLUE Map scenarios of the IEA
Energy Technology Perspectives (ETP) 2010 study (IEA, 2010). The projectiored by fu
type for these two sets of scenarios are shown for the four ICRA seettirsgsirom

Figure 30 and Figure 60, respectively.
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Figure 24 illustrates the modeling framework adopted for the industriameaocral,
residential, and agricultural end-use sectors. In each of the sectors, one or tiore of
different fuels is consumed by the generic input-output technology, and the combined
intake of these fuels results in the total useful energy demand for the sector
(IND/COM/RSD/AGR). Of course, not every fuel is consumed in each sector. For
example, in the base-year 2005, only five different fuels were consumed in the

agricultural sector, whereas more than a dozen fuels were consumed in the Industria

sector.
Coal ”
Crude Oil »
Distillate »
Natural Gas »
Petroleum Coke »
Propane &
Refinery Gas +
Residual Fuel Oil »
Tires .
Waste Oil .
Biomass .
Digester Gas .
Landfill Gas » .
Gasoline {  Generic y ;
Kerosene N Useful Energy Deman
Jet Fuel i Input-Output > (IND/COM/RSD/AGR)
LPG | Technology
Fossil Waste Fuel .
Biomass Waste Fuel »
Other Petroleum Products »
Wood (wet) »
Associated Gas .
Asphalt and Road Oil +
Geoth. (direct use and heat pumps) »
Electricity »
Lubricants »
Solar Energy +
Wind Energy »
Tidal and Ocean Energy »
Hydrogen .

Figure 24 Simplified Schematic of Generic Input-Otput Technology Used in the Industrial,
Commercial, Residential, and Agricultural Sectors
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11.2.3 Key Input Assumptions and Data Sources

The results generated using the CA-TIMES model are, like any other modelyemnt

function of the data and assumptions that go into building them. It is, therefore,
important to review some of the key input assumptions and data sources of the model, at
least those that have not already been described. That being said, becauS#EGAST

such a large model (and will only grow larger in the future), it is rather ibfedsi list

all assumptions in this single chapter of my dissertation, or even in an app@rtx.

best sources of documentation are the underlying VEDA-TIMES spreadsheets
themselves.) For this reason, | concentrate here on only certain partslettheity,

supply, and transportation sectors, given that these are of greatest rel@vdmasterest

for the purposes of my dissertation.

Electric Generation Sector

As mentioned previously, calibration of the electric generation sector betweenri2ZD05 a
2010 is achieved by using input to and output from the EDGE-CA electricity dispatch
model for California by McCarthy and Yang (2009), which is itself largpalsed on the

U.S. EPA’s eGRID power plant database (EPA, 2009). Then, in deciding how to supply
electricity after 2010, the model is able to choose amongst a suite of more tlean thre
dozen power plant technologies. In this regard, two of the most important decision-
making criteria are investment costs and plant efficiencies. The nexlives t

summarize the Reference Case cost and efficiency assumptions of th&E&-model

in the particular model years, for which data is provided to CA-TIMES; the maatel th
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interpolates for the costs in the in-between y&ais general, investment cost and
efficiency assumptions are taken from the EIA’'s AEO2010 Reference Gased and
variable O&M costs are also generally taken from the same source, altheygire not
shown here.) Some notable exceptions include tidal/ocean energy plants, focegis
come from the IEA’s ETP2008 report (IEA, 2008), and nuclear plants, for which costs
and efficiencies are calculated based on a combination of data froral ssweces
(Ansolabehere, 2003; DOE, 2001; EIA, 1998, 2010a; NEI, 2003; OECD, 2002). Note
that the efficiencies of the three nuclear plants are not expressed intpgess but

rather in terms of metric tonnes of enriched uranium input per petajoule of produced
electricity. The latter can be calculated with knowledge of both the burn-up (ile., fue
utilization)”® rate and thermal efficiency of each nuclear plant. Furthermore, the
efficiency assumptions shown in the tables for non-geothermal and non-biomass
renewables (e.g., solar, wind, hydro, and tidal) are simply those of an alassite
thermal power plant. This is done so that, from a primary energy resource freespec
all power plant inputs can be represented in terms of fossil energy-equivalents. The
investment cost numbers shown in the table below do not include the added costs of new

transmission and distribution lines.

%8 Note that all costs in the CA-TIMES model are egsed in 2007 U.S. dollars.
2 The burn-up rate is defined as amount of energguafusually in terms of kWh or MW-days) divided
by the unit mass of fuel input (usually expresseteims of heavy metal, e.g., kg Uranium).
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Table 10 Investment Cost Assumptions for New Powd?lants in the Reference Case

Investment Costs for New Power Plants ($/kW)
(Notes: Costs are interpolated between the data years shown.)
2005 2015 2035 2050

Natural Gas Combustion (Gas) Turbine (NGGT) 685 745 518 518
Advanced Natural Gas Combustion (Gas) Turbine (NGGT) 648 699 552 552
Natural Gas Combined-Cycle (NGCC) 984 1,070 744 744
Advanced Natural Gas Combined-Cycle (NGCC) 968 1,048 698 698
Advanced Natural Gas Combined-Cycle (NGCC), w/CCS 1,932 2,054 1,191 1,191
Coal Steam 2,223 2,418 1,681 1,681
Advanced Coal Int. Gasif. Combined-Cycle (IGCC) 2,569 2,769 1,829 1,829
Advanced Coal Int. Gasif. Combined-Cycle (IGCC), w/ CCS 3,776 4,022 2,410 2,410
Biomass IGCC (Forest Residues) 7,698 8,330 5,548 5,548
Biomass IGCC (Municipal Solid Waste, Mixed) 7,698 8,330 5,548 5,548
Biomass IGCC (Municipal Solid Waste, Paper) 7,698 8,330 5,548 5,548
Biomass IGCC (Municipal Solid Waste, Wood) 7,698 8,330 5,548 5,548
Biomass IGCC (Municipal Solid Waste, Yard) 7,698 8,330 5,548 5,548
Biomass IGCC (Orchard and Vineyard Waste) 7,698 8,330 5,548 5,548
Biomass IGCC (Pulpwood) 7,698 8,330 5,548 5,548
Biomass IGCC (Agricultural Residues, Stovers/Straws) 7,698 8,330 5,548 5,548
Biomass IGCC (Energy Crops) 7,698 8,330 5,548 5,548
Biogas from Landfills and Animal Waste Digesters 5,199 5,625 3,747 3,747
Geothermal, in California 3,498 3,785 2,521 2,521
Geothermal, in Western U.S. Outside California 3,498 3,785 2,521 2,521
Hydroelectric, Conventional 4,583 4,959 3,303 3,303
Hydroelectric, Reversible (Pumped Storage) 2,291 2,480 1,652 1,652
Wind, Lower Class Resources in CA 3,931 4,254 2,833 2,833
Wind, Higher Class Resources in CA 3,931 4,254 2,833 2,833
Wind, Lower Class Resources in Western U.S. Outside CA 3,931 4,254 2,833 2,833
Wind, Higher Class Resources in Western U.S. Outside CA 3,931 4,254 2,833 2,833
Wind, Offshore 7,874 8,520 5,675 5,675
Solar Thermal, in CA 8,725 9,441 7,398 7,398
Solar Thermal, in Western U.S. Outside CA 8,725 9,441 7,398 7,398
Solar Photovoltaic 10,491 11,352 8,895 8,895
Molten Carbonate Fuel Cell 9,313 10,078 7,896 7,896
Tidal and Ocean Energy 14,667 12,633 8,567 6,667
Generic Distributed Generation — Baseload 1,400 1,515 1,009 1,009
Generic Distributed Generation — Peak 1,681 1,819 1,212 1,212
Nuclear, Conventional Light Water Reactors (LWR) 3,820 4,089 2,496 2,496
Nuclear, Pebble-Bed Modular Reactor (PBMR) 3,316 3,549 2,167 2,167
Nuclear, Gas Turbine - Modular Helium Reactor (GT-MHR) 2,977 3,186 1,945 1,945




Table 11 Efficiency Assumptions for New Power Plds in the Reference Case

New Power Plant Efficiencies (%)

(Notes: For non-geothermal and non-biomass renewables, efficiencies are assumed to be similar
to an average fossil-thermal plant. Efficiences are interpolated between the data years shown.)

2005 2035 2055
Natural Gas Combustion (Gas) Turbine (NGGT) 31.6% 32.7% 32.7%
Advanced Natural Gas Combustion (Gas) Turbine (NGGT) 36.7% 39.9% 39.9%
Natural Gas Combined-Cycle (NGCC) 47.4% 50.2% 50.2%
Advanced Natural Gas Combined-Cycle (NGCC) 50.5% 53.9% 53.9%
Advanced Natural Gas Combined-Cycle (NGCC), w/CCS 39.6% 45.5% 45.5%
Coal Steam 37.1% 39.0% 39.0%
Advanced Coal Int. Gasif. Combined-Cycle (IGCC) 38.9% 45.8% 45.8%
Advanced Coal Int. Gasif. Combined-Cycle (IGCC), w/ CCS 31.6% 41.1% 41.1%
Biomass IGCC (Forest Residues) 36.1% 43.9% 43.9%
Biomass IGCC (Municipal Solid Waste, Mixed) 36.1% 43.9% 43.9%
Biomass IGCC (Municipal Solid Waste, Paper) 36.1% 43.9% 43.9%
Biomass IGCC (Municipal Solid Waste, Wood) 36.1% 43.9% 43.9%
Biomass IGCC (Municipal Solid Waste, Yard) 36.1% 43.9% 43.9%
Biomass IGCC (Orchard and Vineyard Waste) 36.1% 43.9% 43.9%
Biomass IGCC (Pulpwood) 36.1% 43.9% 43.9%
Biomass IGCC (Agricultural Residues, Stovers/Straws) 36.1% 43.9% 43.9%
Biomass IGCC (Energy Crops) 36.1% 43.9% 43.9%
Biogas from Landfills and Animal Waste Digesters 25.0% 25.0% 25.0%
Geothermal, in California 10.3% 11.3% 11.3%
Geothermal, in Western U.S. Outside California 10.3% 11.3% 11.3%
Hydroelectric, Conventional 34.5% 34.5% 34.5%
Hydroelectric, Reversible (Pumped Storage) 77.5% 77.5% 77.5%
Wind, Lower Class Resources in CA 34.5% 34.5% 34.5%
Wind, Higher Class Resources in CA 34.5% 34.5% 34.5%
Wind, Lower Class Resources in Western U.S. Outside CA 34.5% 34.5% 34.5%
Wind, Higher Class Resources in Western U.S. Outside CA 34.5% 34.5% 34.5%
Wind, Offshore 34.5% 34.5% 34.5%
Solar Thermal, in CA 34.5% 34.5% 34.5%
Solar Thermal, in Western U.S. Outside CA 34.5% 34.5% 34.5%
Solar Photovoltaic 34.5% 34.5% 34.5%
Molten Carbonate Fuel Cell 43.0% 49.0% 49.0%
Tidal and Ocean Energy 34.5% 34.5% 34.5%
Generic Distributed Generation — Baseload 37.7% 38.3% 38.3%
Generic Distributed Generation — Peak 33.9% 34.5% 34.5%

New Nuclear Plant Efficiencies (tonnes enriched uranium per PJ electricity)
(Notes: Efficiences are interpolated between the data years shown.)

2005 2035 2055
Nuclear, Conventional Light Water Reactors (LWR) 0.65 0.65 0.65
Nuclear, Pebble-Bed Modular Reactor (PBMR) 0.36 0.36 0.36
Nuclear, Gas Turbine - Modular Helium Reactor (GT-MHR) 0.22 0.22 0.22
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Supply Sector

Supply curves for crude oil, natural gas, and coal are modeled in CA-TIMES as
exogenously specified price projections, since California is assumed to be-taggr

for these energy resources under the CA-TIMES framework. In the Refé&asee
scenario, these trajectories, which are shown in Figure 25, come from the EIA’s
AEO2010 Reference Case projections (and extended post-2035 using projections from
the IEA’s ETP 2010 Baseline Scenario), as discussed in Section 11.2.2stimgly,

after having fallen steadily for several years, EIA forecas@nal natural gas prices to

rise significantly over the next two to three decades.

Exogenous Fossil Fuel Price Projections - Reference Case

25

=——Crude Qil
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= Coal
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Figure 25 Exogenous Fossil Fuel Price Projections the Reference Case
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Biomass supply curves are based on work by Parker (2010). Two sets of his supply
curves are used: one for biomass produced in California, and a second for biomass
produced in the Western U.S. outside of Califofflianique supply curves exist for

each of twelve different feedstock types. Presumably, all biomass producedoennizali
will be available for consumption in the state. On the other hand, not all biomass in the
Western U.S. will find its way to California in the form of raw biomass or, mkeé/| a
liquid biofuel. In this latter case, an important assumption is made within Q&S|

that only a fraction of Western U.S. biomass can be “captured” by the Califcarkatm
This “fair share” assumption is varied in different scenarios, but in the Reée@ase |
assume a value of approximately 30%, which is roughly equivalent to California’s
current share (and projected future share) of Western U.S. population and liquid fuels
consumption. As an illustration, Figure 26 sums up the availability of the various
biomass feedstock types in 2050 in the Reference Case into an aggregatelwsupgty ¢
both California and the Western U.S. Note that these costs only include biomass
feedstock procurement; they do not include transport to a bio-refinery or power jpla
total, approximately 1,876 PJ of biomass are available for consumption inliffoen@a
“energy system” in 2050. This is equivalent to roughly 117 million bone dry'tans

less than 10% of total sustainable biomass potential in the U.S., as estimated by the
“Billion-Ton Study” (Perlack et al., 2005). For comparison, note that typalaes for

global sustainable biomass potential in 2050 are in the range of 50,000 to 150,000 PJ

% The Western U.S. is defined as all states in tinticental U.S. (lower 48) that are west of the
Mississippi River.

3L This simplified calculation assumes an averagenbis energy content of 16 GJ per bone dry ton,twhic
is representative of typical forest residues, epergps, and certain types of municipal solid waste
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(van Vuuren et al., 2010) — between 27 and 80 times the level assumed to be available for

California consumption in the same year.

Biomass Supply in 2050
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Figure 26 Aggregate Supply Curve for All Types oBiomass Available in California and the
Western U.S. in the Reference Case in 2050

Investment cost and efficiency assumptions for refinery technologiesaave g Table

12 and Table 13, respectivefy.As previously mentioned, California’s existing refineries
are able to expand production through a process known as “capacity creep”. Such
incremental growth is far less expensive than constructing a “greBnidhery on a
brand new site. Refinery cost assumptions come from EIA (2006) and are consistent

with those of EPA’s US9r MARKAL model (EPA, 2008a). Efficiency assumptions for

32 Investment costs are expressed in units of mitlioltars per annual input capacity ($/PJ-yr) beeahe
refinery technologies are input-normalized in CAVIHS.
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existing refineries are calibrated to the base-year 2005, using datth&dEC’s Energy
Almanac (CEC, 2010a), the EIA Petroleum Navigator (EIA, 2010d), and the assumptions
to the Petroleum Market Module of the EIA’s NEMS model (EIA, 2010c). Effiogsnc

of future refineries are based on the latter. Note that refinery effiegeace expressed in
terms of the amount of energy consumed divided by crude oil feedstock consumption. In
this sense, it is important to recognize that only a small portion of input crude oil i
actually combusted at the refinery (~11%). The vast majority of the ensigyagbon

content of crude oil (i.e., the feedstock portion) is converted into fuel product$, arkic

subsequently consumed/combusted in other sectors.

Table 12 Investment Cost Assumptions for New Refing Capacity
Investment Costs for New Refining Capacity (M$/PJ-yr)
(Notes: Values apply to all model years.)

Existing Refinery ("Creep") 461
New Refinery ("Greenfield") 18.43

Table 13 Efficiency Assumptions for Refineries

Refinery Energy Consumption (PJ_Input / PJ_Oil-Feedstock)
(Notes: Values apply to all model years.)

Crude Oil Natural Gas Natural Gas Liquids Electricity
Existing Refinery 1.110 0.019 0.019 0.003
New Refinery 1.110 0.014 0.019 0.004

The next several tables summarize the investment cost and efficiencyptssarfor
cellulosic ethanol, biodiesel, pyrolysis bio-oil, FT poly-generation, and hydroge
production plants and faciliti€s. Data sources and further information are discussed in
Section I1.2.2, but in general the characterizations of these fuel converdiooltgies

are based on studies by Bain (2007) and Kreutz et al. (2008), EPA (2008a), and NRC

¥ Investment costs are expressed in units of millioltars per annual output capacity ($/PJ-yr) beeau
these fuel conversion technologies are output-nlizedhin CA-TIMES.
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(2004). Note that, in contrast to the flexible refineries, the efficiencidwesét

technologies are expressed in terms of the amount of energy consumed divided by total
plant output. Furthermore, because of the particular studies that were consulted in
building up the technological representation of the CA-TIMES model, many ai¢he f
conversion technologies are represented by investment cost and efficiuaypasns

that do not change over time. The assumptions shown in the tables below are the
learned-out values, which are assumed to be achieved once the technology has matured
and is commercially available at large-scale. Such representatibit different than

for the electric generation and, in general, transportation technologied)ibbr eosts

and efficiencies are assumed to change gradually over time due tadeamdi

experience. A potentially important impact of this difference in technologica
representation is on the rate of adoption of specific technologies. For instance, CA
TIMES results could show initial growth of these constant cost/efficietytdogies to

be faster than what might ultimately be seen in reality, if the assumptitims model

turned out to be a bit too optimistic. In the later years, however, the oppositeeffiec

be seen: the assumptions could turn to be too pessimistic.

Table 14 Investment Cost Assumptions for New Cellosic Ethanol Plants

Investment Costs for New Cellulosic Ethanol Plants (M$/PJ-yr)
(Notes: Values are interpolated between the data years shown.)
2005 2020 2035 2050
Biochemical Production Pathway
All Biomass Feedstock Types (50 MGY) 38.4 38.4 38.4 38.4
All Biomass Feedstock Types (100 MGY) 32.1 32.1 32.1 32.1
Thermochemical Production Pathway

All Biomass Feedstock Types (50 MGY) 42.3 42.3 42.3 42.3
All Biomass Feedstock Types (100 MGY) 34.9 34.9 34.9 34.9




Table 15 Investment Cost Assumptions for New Biodsel Plants
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Investment Costs for New Biodiesel Plants (M$/PJ-yr)
(Notes: Values are interpolated between the data years shown.)

2005 2020 2035 2050
All Biomass Feedstock Types (50 MGY) 1.8 1.8 1.8 1.8
All Biomass Feedstock Types (100 MGY) 1.5 1.5 1.5 1.5
Table 16 Investment Cost Assumptions for New Pyrgsis Bio-Oil Plants
Investment Costs for New Pyrolysis Bio-0il Plants (MS/PJ-yr)
(Notes: Values are interpolated between the data years shown.)
2005 2020 2035 2050
All Biomass Feedstock Types (25 MGY) 15.1 15.1 15.1 15.1
All Biomass Feedstock Types (100 MGY) 10.2 10.2 10.2 10.2
Table 17 Investment Cost Assumptions for New FT Pp-Generation Plants
Investment Costs for New FT Poly-Generation Plants (M$/PJ-yr)
(Notes: Values are interpolated between the data years shown. Costs are the same for all biomass feedstock types.)
2005 2020 2035 2050
Biomass Gasification (61 MGY) 96.1 96.1 72.1 72.1
Biomass Gasification, w/ CCS (61 MGY) 106.0 106.0 75.7 75.7
Coal-Biomass Gasification, Syngas RC, w/ CCS (138 MGY) 93.8 93.8 66.9 66.9
Coal-Biomass Gasification, Syngas OT, w/ CCS (112 MGY) 88.3 88.3 63.1 63.1]
Coal-Biomass Gasification, Syngas OT, w/ CCS (506 MGY) 67.9 67.9 48.4 48.4

Table 18 Investment Cost Assumptions for New Hydigen Production Facilities

(Notes: Values apply to all model years. )

Investment Costs for New Hydrogen Production Facilities (M$/PJ-yr)

Centralized, Large-Size

Coal Gasification 26.3
Coal Gasification, w/ CCS 26.9
Natural Gas SMR 11.0
Natural Gas SMR, w/ CCS 14.2
Centralized, Mid-Size
Natural Gas SMR 24.5
Natural Gas SMR, w/ CCS 33.4
Biomass Gasification 138.0
Biomass Gasification, w/ CCS 141.2
Water Electrolysis 96.6
Distributed
Natural Gas SMR 106.9
Water Electrolysis 144.8




Table 19 Efficiency Assumptions for New Cellulosi&thanol Plants

Cellulosic Ethanol Plant Biomass Consumption (PJ_Input / PJ_Output)
(Notes: Values apply to all model years.)
Biochemical Production Pathway
Forest Residues 50 MGY 1.74
100 MGY 174
Municipal Solid Waste, Paper S0 MGY 1.54
100 MGY 154
Municipal Solid Waste, Wood S50 MGY 172
100 MGY 172
Municipal Solid Waste, Yard 50 MGY 1.59
100 MGY 1.59
Orchard and Vineyard Waste 50 MGY 1.69
100 MGY 1.69
50 MGY 1.74
Pulpwood
100 MGY 1.74
Agricultural Residues, Stovers/Straws S0 MGY 1.53
100 MGY 1.53
50 MGY 1.76
Energy Crops
100 MGY 176
Thermochemical Production Pathway
Forest Residues 50 MGY 2.12
100 MGY 212
Municipal Solid Waste, Mixed S0 MGY 161
100 MGY 161
Municipal Solid Waste, Paper 50 MGY 1.87
100 MGY 1.87
Municipal Solid Waste, Wood 50 MGY 2.10
100 MGY 2.10
Municipal Solid Waste, Yard 50 MGY 1.94
100 MGY 1.94
Orchard and Vineyard Waste 50 MGY 2.05
100 MGY 2.05
50 MGY 2.12
Pulpwood
100 MGY 212
Agricultural Residues, Stovers/Straws SOTNIGH] 1.86
100 MGY 1.86
50 MGY 2.15
Energy Crops
100 MGY 215
Table 20 Efficiency Assumptions for New Biodiesd?lants
Biodiesel Plant Biomass Consumption (PJ_Input / PJ_Output)
(Notes: Values apply to all model years.)
Yellow Grease 50 MGY 0.98
100 MGY 0.98
Animal Tallow 50 MGY 1.03
100 MGY 1.03
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Table 21 Efficiency Assumptions for New Pyrolysi8io-Oil Plants

Pyrolysis Bio-Oil Plant Biomass Consumption (PJ_Input / PJ_Output)
(Notes: Values apply to all model years.)
Forest Residues 25 MGY 1.59
100 MGY 1.59
Municipal Solid Waste, Mixed 25 MGY 1.20
100 MGY 1.20
Municipal Solid Waste, Paper 25 MGY 1.40
100 MGY 1.40
Municipal Solid Waste, Wood 25 MGY 1.57
100 MGY 1.57
Municipal Solid Waste, Yard 25 MGY 1.45
100 MGY 1.45
Orchard and Vineyard Waste 25 MGY 1.53
100 MGY 1.53
25 MGY 1.59
Pulpwood
100 MGY 1.59
Agricultural Residues, Stovers/Straws NGl 1.39
100 MGY 1.39
25 MGY 1.61
Energy Crops
100 MGY 1.61
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Table 22 Efficiency Assumptions for New FT Poly-Geeration Plants
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FT Poly-Generation Plant Energy Consumption (PJ_Input / PJ_Output)
(Notes: Values apply to all model years.)
Biomass Coal
Forest Residues 1.88 0.00
Municipal Solid Waste, Mixed 1.43 0.00)
Municipal Solid Waste, Paper 1.66 0.00)
Municipal Solid Waste, Wood 1.86 0.00
Biomass Gasification (61 MGY) Municipal Solid Waste, Yard 1.72 0.00)
Orchard and Vineyard Waste 1.82 0.00)
Pulpwood 1.88 0.00|
Agricultural Residues, Stovers/Straws 1.65 0.00
Energy Crops 191 0.00
Forest Residues 1.94 0.00)
Municipal Solid Waste, Mixed 1.47 0.00|
Municipal Solid Waste, Paper 1.72 0.00)
Municipal Solid Waste, Wood 1.92 0.00)
Biomass Gasification, w/ CCS (61 MGY) Municipal Solid Waste, Yard 1.78 0.00
Orchard and Vineyard Waste 1.88 0.00|
Pulpwood 1.94 0.00|
Agricultural Residues, Stovers/Straws 1.70 0.00
Energy Crops 1.97 0.00
Forest Residues 0.83 1.14
Municipal Solid Waste, Mixed 0.63 1.14
Municipal Solid Waste, Paper 0.74 1.14
Municipal Solid Waste, Wood 0.82 1.14
Coal-Biomass Gasification, Syngas RC, w/ CCS (138 MGY) |Municipal Solid Waste, Yard 0.76 1.14
Orchard and Vineyard Waste 0.81 1.14
Pulpwood 0.83 1.14
Agricultural Residues, Stovers/Straws 0.73 1.14
Energy Crops 0.84 1.14
Forest Residues 0.76 1.30
Municipal Solid Waste, Mixed 0.58 1.30
Municipal Solid Waste, Paper 0.67 1.30
Municipal Solid Waste, Wood 0.75 1.30
Coal-Biomass Gasification, Syngas OT, w/ CCS (112 MGY) |Municipal Solid Waste, Yard 0.70 1.30]
Orchard and Vineyard Waste 0.73 1.30
Pulpwood 0.76 1.30
Agricultural Residues, Stovers/Straws 0.67 1.30
Energy Crops 0.77 1.30
Forest Residues 0.17 1.95
Municipal Solid Waste, Mixed 0.13 1.95
Municipal Solid Waste, Paper 0.15 1.95
Municipal Solid Waste, Wood 0.17 1.95
Coal-Biomass Gasification, Syngas OT, w/ CCS (506 MGY) |Municipal Solid Waste, Yard 0.16 1.95
Orchard and Vineyard Waste 0.17 1.95
Pulpwood 0.17 1.95
Agricultural Residues, Stovers/Straws 0.15 1.95
Energy Crops 0.18 1.95
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Table 23 Efficiency Assumptions for New Hydrogen @duction Facilities

Hydrogen Production Facility Feedstock Consumption (PJ_Input / PJ_Output)
(Notes: Units are in PJ_Input per PJ_Output, except for water electrolysis for which the primary
feedstock is liquid H ; O, and consumption is in million liters per PJ_output. Energy consumption is the
same for all biomass feedstock types. Values apply to all model years.)
Primary Feedstock Electricity
Centralized, Large-Size
Coal Gasification 1.39 0.07
Coal Gasification, w/ CCS 1.39 0.11
Natural Gas SMR 1.04 0.02
Natural Gas SMR, w/ CCS 1.10 0.05
Centralized, Mid-Size
Natural Gas SMR 1.10 0.03
Natural Gas SMR, w/ CCS 1.15 0.07
Biomass Gasification 2.69 0.19
Biomass Gasification, w/ CCS 2.68 0.27
Water Electrolysis 156.77 1.63
Distributed
Natural Gas SMR 1.32 0.07
Water Electrolysis 156.77 1.65

Transportation Sector

Base-Year 2005 Fuel Consumption

Base-year 2005 fuel consumption in each of the CA-TIMES transport subsectors and
segments are estimated by a variety of means and sources — mastigdthe CARB
GHG Inventory (CARB, 2010b), but in some cases other data sources are used to
supplement, as described below. The historical figures are typically providesdrin t
native units (e.g., gallons gasoline, gallons diesel, standard cubic feet af gasjretc.);

these can then be converted to common units, such as petajoules (PJ).

For gasoline, diesel, and ethanol consumption by on-road transportation vetecles (i
light-duty passengers cars and trucks, heavy- and medium-duty trucks andabhdses
motorcycles), historical fuel consumption estimates are based on a coorbofadata

provided by the CARB GHG Inventory (CARB, 2010b), the California Energy
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Commission (CEC, 2007) and the California Department of Transportationaf@altr
2006). Similarly, natural gas consumption for on-road passenger vehicles is taeken fr

the CARB GHG Inventory.

Consumption of kerosene-type jet fuel for commercial passenger and freidlurasga
calculated from data that was used to develop the CARB GHG Inventorytestima
(CARB, 2008b). More specifically, I utilize air carrier data to estentaé number of

flights within, into, and out of California (both domestic and international). Then, based
on plane types and trip distances, fuel consumption is estimated. For gersi@irayi

data on jet fuel and aviation gasoline consumption is obtained from the Federarviati

Administration (FAA, 2007).

Diesel and residual fuel oil consumption for California marine transport is tekarttie

CARB GHG Inventory.

Diesel fuel consumption by California railways in 2005 is based on gtsisim the
U.S. DOT'’s National Transit Database for commuter, heavy, and lighD@il (2006a).
For intercity and freight rail, diesel fuel consumption is estimated basedlifori@a’s
share of intercity passenger-miles and freight ton-miles, respecti@alyfornia intercity
passenger-miles are estimated by using Amtrak passengemugsaadia proxy,
specifically the share of California passenger boardings in the U.S. t@Qal @D07b).
The share of freight rail ton-miles that originated in California comparéuketentire

U.S. is obtained from DOT data as well (DOT, 2006b).

34 General aviation includes personal and corpoedsegnd other small propeller aircraft.
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Electricity consumption for transportation is also taken from the Nationakitra
Database (DOT, 2006a). First, the data are filtered for Califaamait agencies only,
and then electricity consumption is estimated for each transit vehicle Tyygedata

shows that in 2005, electricity was only consumed by the following vehicle typbke ¢
car, heavy rail, light rail, bus, and trolleybus. Note that these figures do natencl
electricity consumption for Amtrak trains, which is understandable since n@akumtr
trains use electricity in California — they are all diesel-powereck dEta does not appear
to include electricity consumption for recharging of personal electric keshisuch as
passenger cars, light-duty trucks, neighborhood electric vehicles, gslfetar); though,
in 2005 these demands were very small in comparison to other transportatioaitgiectri

demands.

Gasoline, diesel, and natural gas consumption for off-road and construction, agdicultur
vehicles, and personal recreational boats are estimated by using datadobyainnning
CARB’s OFFROAD2007 model for the year 2005 and then performing some subsequent
calculations and data aggregation (CARB, 2007d). For consumption of liquefied

petroleum gases (LPG), the CARB GHG Inventory is used.

California biodiesel consumption in 2005 is not listed in the GHG Inventory, so |
estimate it independently by assuming that California’s biodiesel consungtion i
approximately 10% of the national total, which was 75 million gallons biodiesel in 2005

(NBD, 2007). Thus, California consumed about 7.5 million gallons in 2005, a figure that
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is corroborated by the City and County of San Francisco Biodiesel AccdsEdras,

who estimate that California biodiesel consumption was about 7 million gallons in 2005
(SFBATF, 2006). Furthermore, it is assumed that in the base-year all biosliesel i
consumed by heavy-duty vehicles (trucks and buses); obviously, this ignores the very

small quantity of biodiesel consumed by passenger cars and light-duty trucks.

Base-Year 2005 Activity Demands and Vehicle Stocks

The calibration of base-year transport sector energy demands in CA-TBdki®es data
on transport service demand, i.e., activity, (passenger-miles, vehicletmnaniles,
etc.), vehicle stocks (cars, trucks, aircraft, ships, trains, etc.), and othéz.data
passengers per vehicle, freight tons per train). In some cases thetesstaie obtained
specifically for California; however, in other cases the data are appexirfoa

California based on aggregate U.S. data.

Light-duty Cars and Motorcycles
The unit of activity is vehicle-miles of travel (VMT). For cars, this datalbtained from
CEC IEPR 2007 estimates (CEC, 2007). For motorcycles, it is taken from then€al
2006 MVSTAFF report (Caltrans, 2006). Further, | was able to find data on themumbe
of motorcycles in California and the annual average mileage of those velyiclesning
CARB’s EMission FACtors (EMFAC2007) model (CARB, 2007c). Note that EMFAC
data on vehicle stocks originally come from California Department of Matbrcle
(DMV) registration data. Stocks and annual mileages of conventional gastfine

vehicles and gasoline hybrid-electric vehicles are obtained fromERelEPR estimates.
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The IEPR data shows that the number of diesel cars in California was zero in 2005;
however, EMFAC shows otherwise. Therefore, the EMFAC data is used to edtimat
number of diesel cars and their average annual mileage. Moreover, whik@Eshews
that there were a very small number of electric vehicles operating fior@Geliin 2005, |
have ignored these vehicles here since their contribution to overall base-yggr ener
demands is trivial, and little information exists about these vehicles. Irasgrithave

not been able to find any consistent data on the stock and total mileage of allgegural

vehicles in California, so this category is also ignored in the base2Q8&r

Fuel economies for cars and motorcycles vary widely by vehicle type and. nvede
for the purposes of calibrating base-year transport sector energy demaydscoade
fuel economy values are needed for gasoline ICE cars, gasoline k& \iesel cars,
and gasoline ICE motorcycles. These averages are obtained from the GE@nIEP

Caltrans MVSTAFF data.

All light-duty cars and motorcycles are assumed to have a lifetime ofat$, y@nsistent

with assumptions used in the EPA 9-region MARKAL model for the U.S. The vehicle
types, like all technologies in CA-TIMES are “vintaged”, meaning that thentdogical
assumptions that apply to the technology in the year of its introduction continue to apply

throughout the technology’s lifetime.
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Light-Duty Trucks
Activity data (in VMT) for light-duty trucks is obtained from CEC IEPR 2007nestes.
The number of light-duty trucks in California and the annual average mileage of those
vehicles are also taken from IEPR for conventional gasoline vehicles anmhga$gVs.
For diesel light-duty trucks, the data comes from running CARB’s EMFAC model. In
EMFAC, we consider the truck categories T1, T2, T3, and T4 to be light-duty trucks.
These categories include trucks that are less than 10,000 pounds in weight, which is
slightly different from the CAFE-defined 8,750 pound maximum weight for light-duty
trucks but is consistent with definitions found elsewhere for “light-duty truckste N
that because the number of electric and natural gas light-duty trucks saskm the
base-year (or data on them could not be found), these vehicle types are ignoredye Aver
fuel economies for gasoline and gasoline HEV light-duty trucks are obtainedhfeom
CEC IEPR data. The average fuel economy of diesel light-duty trucks io@Gelif

comes from the CalTrans MVSTAFF report.

All light-duty trucks are assumed to have a lifetime of 15 years, consitant

assumptions used in the EPA 9-region MARKAL model for the U.S.

Heavy-Duty and Medium-Duty Trucks
The EMFAC model is the source for total vehicle miles of travel, vehiotksand
average annual mileage per vehicle for both medium- and heavy-duty trucksinMedi
duty trucks include EMFAC truck categories T5 and T6, corresponding to trucks with

weights between 10,000 and 33,000 pounds. Heavy-duty trucks include category T7,
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with weights from 33,000 to 60,000 pounds. While there are a larger number of medium-
duty trucks than heavy-duty trucks in California, they are typically used faeshor

distance travel, and they are more efficient. Hence, heavy-duty treodsra for greater
guantities of total vehicle-miles and fuel consumption. Average fuel economiés for

two vehicle categories are obtained from CalTrans MVSTAFF.

Heavy-duty trucks are assumed to have a lifetime of between 15 and 20 years,ndependi
on technology, consistent with assumptions used in the IEA-ETP global MARKAL
model. Medium-duty trucks have lifetimes of 10-20 years. In both cases, vehities
compression-ignition (i.e., diesel) engines have longer lifetimes, wiak&-$gnition

(i.e., gasoline) vehicles and other alternative-fuel vehicles have shatendis.

Buses
The bus subsector is comprised of three distinct segments: transit buses, schpol buses
and other buses, the latter of which includes intercity buses. The activity udiitoios a
types is vehicle-miles traveled. All transit bus statistics come frthraréhe National
Transit Database or EMFAC. The number of school buses in operation in California is
given bySchool Transportation NewWSTN, 2007). Data on school bus passenger-miles
(PMT) for the entire U.S. comes froflme Public Purposé€The Public Purpose, 2007).
The share of school buses in California versus the entire U.S. (about 5.5%) is then used to
estimate California’s total school bus PMT. School bus VMT is given by EMFAC. A

data on other types of buses, which include intercity (e.g., Greyhound) buses, rare take
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from EMFAC. Average fuel economies of the different bus types arelatdd based on

the fuel consumption and VMT estimates discussed above.

Transit, school, and other/intercity buses are all assumed to have a |déteteveen 15

and 20 years, depending on technology, consistent with assumptions used in thePIEA-ET
global MARKAL model. As with trucks, vehicles with compression-ignition (i.esealje
engines have longer lifetimes, while spark-ignition (i.e., gasoline) velankksther

alternative-fuel vehicles have shorter lifetimes.

Rail
There are five different types of rail transport in California. Ragserail includes
commuter, heavy, light, and intercity (e.g., Amtrak) rail. The activity anitHfese
passenger modes is PMT. The other type of rail transport is freight raaltiiagy unit
for which is ton-miles. The National Transit Database provides statisticgtad PMT,
VMT, train-miles traveled (TMT), and vehicle stocks for commuter, heavg,light rail
(where a ‘train’ refers to a collection of a number of individual rail ‘vehicies,
locomotives and/or rail cars). “Light rail” includes both traditional light saget cars,
as well as historic cable cars in San Francisco. In California all maégg.g., BART)
and light rail systems are completed electrified. In contrast, commutaGity, and
freight rail trains in California tend to use diesel-powered locomotivesintescity rail,
as mentioned above, California passenger-miles, vehicle-miles, and tlesy-asiwell as
the stock of locomotives and rail cars in California, are estimated by usitigué

statistics (DOT, 2007b). Similarly, freight rail ton-miles, vehiclges, train-miles, and



145

vehicle stocks are estimated using the share of ton-miles originated iordalif
compared to the entire U.S. (DOT, 2006b, 2007a). From these data | was able to
calculate several useful metrics reflective of rail operations, includagumber of
passengers per rail vehicle, vehicles per train, passengers per train,rage &an-

miles per train per year, as well as energy intensities for eacftypéicle.

All types of rail equipment (i.e., locomotives and rolling stock for both passenger and
freight trains) are assumed to have lifetimes of 20 years, consistensautim@tions

used by the EPAUS9r and IEA-ETP.

Marine
The activity unit for domestic marine transport (both intrastate and ety sia large
shipping vessels is ton-miles. Yet, because | could only find data on marine ésrfanil
the entire U.S., California’s share of marine tons is used a proxy for ton-nthes
amount of tons shipped by large shipping vessels to intrastate, interstate, ayrd forei
markets is obtained from the U.S. Army Corps of Engineers (USACE, 2007).
California’s share of intrastate tons shipped (i.e., originated) is about 4.9%b&he
total. When considering interstate shipments that either originate or texnmna
California, the weighted average share is about 3.9%. | use this latter stsin@abdee
the number of large shipping vessels in operation in the state and the amount of on-mile
shipped by these vessels. National level data are taken from the ORNL Tiarspor
Energy Data Book (ORNL, 2010). The shares of marine tons shipped to intrastate and

interstate markets (from USACE) are then used to estimate the numbrgea$hgping
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vessels used for both intrastate and interstate marine transport. Inteasi@@mprises
about 70% of domestic marine tons (and thus vessels and ton-miles by our calculations)
while the other 30% is intrastate. The energy intensity of California Eripping

vessels is assumed to be the same as the national average value found in thea@RNL D

Book.

Harbor craft> and personal recreational boats are two other types of domestic marine
vehicles that operate within the state’s boundaries. The unit of activity for bdidsef t
intrastate categories is hours of operation. Data on harbor craft actieity, and

energy intensity are calculated from CARB'’s Statewide Commereididd Craft Survey
(CARB, 2004). Data on personal boats come from running CARB’s OFFROAD2007
model for the year 2005, then aggregating the output and estimating vehicle stocks,

activity (hours of operation per year), and energy intensities (gallonslgé¢u hour).

The unit of activity for large marine vessels operating internationallysselniles. The
data for these vehicle types, including vessel stock, come from CARB’s 2005
Oceangoing Ship Survey (see “Appendix C: Summary of Results” and “Appendix D:
Emissions Estimation Methodology for Ocean-Going Vessels”) (CARB, 2005)
According to the survey, about 99% of today’s large marine vessels use resitogl fue
as the main fuel for their propulsion systems, while the remaining 1% usé diksng
data provided by the CARB survey report on emissions, average speed, and average

propulsion system power by type of oceangoing vessel, | estimate the tobsrmafm

% Harbor craft are vessels used for commercial mepor to support public services. There are abver
types of harbor craft including crew and supplytbpaharter fishing vessels, commercial fishingsets
ferry/excursion vessels, pilot vessels, towbogiush boats, tug boats and work boats.
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vessel-miles traveled by these vessels in 2005, average annual mildsgeassels, and

fuel consumption per vessel-mile by.

Large shipping vessels, large marine vessels, and harbor craft are@ssurave
lifetimes of 30 years, based on EPAUSOr values, while personal recreoatsiare

assumed to have lifetimes of 20 years.

Aviation
Information on commercial flights within, leaving from, and arriving to Califoan&a
obtained from CARB staff in spreadsheet database format (CARB, 2008b). This data
was originally obtained from DOT’s Research and Innovative Technology
Administration’s (RITA) Form 41 Traffic database of air carrieristias. CARB filtered
this data for California and then organized it by type of flight — intra$@A to CA),
interstate (CA to US, US to CA), and international (CA to World, World to CA). The
database provides fairly detailed information for every single fligtitimthese
categories in 2005, for example, origin and destination airport, number of passenger
weight of freight, distance of flight, type of airplane, and so on. From this data, the tota
number of passenger-miles and freight ton-miles was estimated favr@iaiin 2005 for
each of the different types of flights. Airplane stocks were determinedriay asa
proxy the share of California airplane-miles in the U.S. total (DOT, 2007¢gality,
airplanes cannot be said to “belong” to California or any other state. Ydigefor t
purposes of accounting and calibrating stock, passenger-mile, and ton-mile dat to ba

year fuel demands, it is necessary to roughly estimate the number ofriairpla
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equivalents” operating solely within California energy system in angyear —i.e., on

intrastate, interstate, and international routes for both passenger anddveadjon.

The unit of activity for general aviation is hours of operation. | assume thatade
aviation operates completely within the state (i.e., only intrastateangpsossible),

which is likely not true in all cases, for example, with personal and corpaisate je
Nevertheless, because no specific data on general aviation flight movemddtbec
found (all data is aggregated) the assumption of general aviation being in tsi@tatra
aviation category is made. | recognize that this introduces a small aof@urdr into

the model, though it is fairly trivial when considering that general aviativitg@nd

fuel demands pale in comparison to commercial passenger and freight avieiaith

jet fuel and aviation gasoline consumption for general aviation aircraftaadigort
activity and energy intensity data is obtained from the FAA (FAA, 2007). Some
California-specific data is available in the survey, but most is for the éhte Thus,

the share of general aviation aircraft in operation in California and the share obhours
operation, both compared to U.S. totals, are used as proxies for estimating other values

such as the number of jet aircraft vs. propeller aircraft.

A third category of aviation includes other/miscellaneous aircraft fligihdsenergy
usage. This category is part of the CARB GHG Inventory, and accordindiév ear
conversations with CARB staff, it is unclear what the category actcathprises
(CARB, 2008c). Military flights are included, as is fuel used for ground opesatit

airports. Part of the category could also include activity and fuel use that shoyparde a
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of the passenger, freight, and general aviation categories but was not included because of
errors in the calculations. In other words, the other/miscellaneous capegbaply

includes some remainder values from other categories. Due to these detniies |

make some simplifications in modeling this other/miscellaneous aviatiegarg. First,

the unit for activity is in fictional “activity units”, and the level of aciyvin the base-

year 2005 is arbitrarily specified to be 100 activity units. Then, efficiencyctivity

units per PJ) is estimated by dividing the fictional activity units by tiisgory’s total

fuel use in 2005, which is known from the CARB GHG Inventory.

Base-year aviation technologies of all types are assumed to havedgeaif 20 years,
consistent with EPAUS9r assumptions, whereas future aviation technologies have

lifetimes of 30 years, consistent with IEA-ETP assumptions.

Off-Road & Construction Devices
The unit of activity for off-road and construction vehiéfds hours of operation, which
is fitting given that some of these vehicles never actually move anywheheysaré not
“transport vehicles” in the strictest sense of the phrase. Data on totabhweetscle
operation, vehicle stocks by fuel type (gasoline, diesel, and LPG/CNG), aagave
annual hours of operation by fuel type all come from running CARB’s OFFROAD2007

model, then aggregating the output and performing some subsequent calculations

% The off-road & construction subsector is compriséd diverse set of vehicles including (to nanst pu
few) off-road motorcycles, snowmobiles, all-terraghicles (ATVs, 4-wheelers), golf carts, cranes,
forklifts, loaders, tractors, backhoes, excavatdusnpers, dredgers, aerial lifts, sweepers andbers,
riding lawn mowers, lawn and garden tractors, cargctors, and various types of airport vehicleKJ A
tugs, baggage tugs, cargo loaders, deicers, ftsMifel trucks, ground power units, maintenanaeks,
catering trucks, lavatory trucks, water and hydtargks).
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(CARB, 2007d). Energy intensity estimates are similarly obtained. Notthéthat
overwhelming majority of off-road vehicles in California are gasoline-pedeYet,
because diesel vehicles consume so much fuel on a per hour basis, diesel fuel
consumption is quite a bit higher than either gasoline or natural gas consumption.
Because different fuels are used for different vehicle types, | divideat@gary up into

three subcategories based on fuel type.

All off-road and construction technologies are assumed to have a lifetime e& 25 y

consistent with EPAUS9r assumptions.

Agricultural Vehicles
The unit of activity for off-road and construction vehiclds also hours of operation. As
for off-road and construction vehicles, data on agricultural vehicles is obtained from
running OFFROAD2007. Both gasoline and diesel are used in agricultural vehicles, and
in terms of vehicle stocks, they are roughly equivalent. However, since fuahgoiisn
per hour is much higher for diesel vehicles (presumably because they arg @igsel
fuel consumption is an order of magnitude larger than gasoline consumption. As with
off-road and construction vehicles, | divide agricultural vehicles up into twgaras

based on fuel type.

All agricultural vehicle technologies are assumed to have a lifetime &S,y

consistent with EPAUS9r assumptions.

3" The agricultural vehicle subsector is comprised diverse set of vehicles including tractors, cinab,
balers, mowers, sprayers, tillers, and swathers.
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Pipelines
Natural gas consumption for both natural gas and non-natural gas pipelinesami@al
is taken from the EIA (EIA, 2010b). The unit of activity for pipeline natural gas
consumption is assumed to be total California natural gas consumption in any given yea
which is also obtained from the same source. In 2005, approximately 0.00479 scf of
pipeline natural gas were consumed for every 1 scf of total natural ggsottadsor
alternatively, 0.00479 PJ per PJ). By this metric, the relative consumption of igatsiral
for pipeline compressors is extremely small. Note that this transpodctabss treated
differently from the other subsectors since there is no stock or annual aaetiagg per

se

Service Demand Projections

In CA-TIMES, future-year projections of demand (e.g., vehicle-miles, passerigst
ton-miles, vessel-miles, hours of operation, and so on) are exogenously dpéeliiie
section discusses the key input assumptions and data sources for developing reference

case demand projections for the various transport subsectors.

Light-Duty Cars and Trucks
Total combined light-duty car and truck VMT in California is projected into theduy
applying annual growth rates for U.S. VMT per capita, which come from the EIA’s

AE02010 Reference Case projections (see Table 60 of AEO2010) (EIA, ZD264d)

3 Note that in order to extrapolate out to laterrgehassume the average annual percentage gratetinr
per-capita VMT declines from the mean 2025-2030&aown to 0.5% per year in 2050. Such a gradual
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applying these rates to the base-year 2005 numbers from CEC. Similatiyckashare
splits are projected into the future, using the EIA’s projected changes 1dr3héght-
duty stock (see Table 58 of AEO2010). With these two time series, the trajefdpries
both light-duty car and light-duty truck VMT can be calculated. These toages are

shown in Figure 27.

Light-Duty Car and Truck VMT Projections in the Reference Case Scenario
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Figure 27 Light-Duty Car and Truck VMT Projections in the Reference Case Scenario

Motorcycles
Projections for on-road motorcycle demand between 2005 and 2030 are calculaded base

on growth rates from Caltrans (2009). Then, because base-year demands ede deriv

decline is meant to represent an increasing saiaraf private auto travel in California, as thepptation
grows, densities increase, and congestion contittugst worse.
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from EMFAC model results, the Caltrans growth rates are applied to the 2005@&MFA
numbers. For the post-2030 time period, extrapolation is done by using the average
annual percentage growth rate between 2020 and 2030 and applying it to the later years

as a constant growth rate.

Heavy-Duty and Medium-Duty Trucks
As is the case with motorcycles, base-year VMT demands are projectéidaritture,
using growth rates from Caltrans (2009). Note that Caltrans’ definitionddrum-duty
trucks (‘Truck3’ in the MVSTAFF report) is the same as the EMFAC trucdgoaies T5
and T6 (vehicle weights of 10,000 — 33,000 pounds). Similarly, heavy-duty trucks
(‘Truck4’ in Caltrans MVSTAFF) are equivalent to the EMFAC truck catedary

(greater than 33,000 pounds).

Buses
Because | was unable to find any reliable estimates of future Cadifonsi demands, |
simply assume that the demands in the three bus segments each scale witlopopulat
California population projections are taken from the California Departoidibance

(DOF, 2007).

Rail
Rail PMT and TMT in California is projected into the future by applying annualtgrow
rates for energy use by rail segment for the entire U.S. These projextioadrom the

ElIA’s AEO2010 Reference Case projections (see Supplemental Table 45 of AEO2010)
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In doing this, | am effectively using rail energy growth as a proxy for denramdty
which is of course an approximation, though a necessary one given the absence of

projections from any other sources.

Marine
For most of the marine segments (namely, domestic-intrastate and demesstate
large shipping vessels, harbor craft, and personal recreational boats), aomtfakgtes
from AEO2010 are used to project ton-miles or hours of vehicle operation, whittever
case may be (see Supplemental Tables 7 and 67 of AEO2010). In some cases, energy use
is taken as a proxy for demand. In contrast, for international large marimésyass
different approach is utilized. In short, vessel population projections editnater.
James Corbett (University of Delaware) are used as a proxy for figsselvmiles (see

Appendix D of CARB’s Oceangoing Ship Survey report, p. D-18) (CARB, 2005).

Aviation
For domestic and international freight and passenger aviation, national-leeetipreg
(in passenger-miles and ton-miles, respectively) are used to projdoti@als future
commercial aviation demands (see Supplemental Table 66 of AEO2010). Growth rates
are estimated for each category of air travel and then applied to Calgdrase-year
demands. The domestic passenger and freight projections from AEO areds$sioa
applicable to both domestic-intrastate and domestic-interstate aviatialifornia.
General aviation demand is projected into the future using national-leveltjmnogeaf

general aviation energy use as a proxy for hours of operation (see Supplérabld 66
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of AEO2010). It is important to note that this approximation masks any future shifts
between jet-powered and propeller airplanes, as well as the changireneifiand
usage (in terms of hours per year) of those planes. The error this introdueemtumdel
is relatively small, since general aviation demands are so minimglacethto the other
aviation segments. For the other/miscellaneous aviation category, the gatenth r

future activity is tied to growth in the U.S. population.

Off-Road & Construction Devices
Projections for off-road and construction activity in the three different desegrdents
are estimated using CARB’s OFFROAD2007 model (CARB, 2007d). First,theun
model for the years 2005 and 2040, in order to obtain demand and fuel use. Then, |

interpolate and extrapolate for all other years in the modeling horizon.

Agricultural Vehicles
Projections for agricultural vehicle activity are calculated in the saayeaw for off-road

and construction devices by using CARB’s OFFROAD2007 model.

Pipelines
Future consumption of pipeline natural gas depends on the total quantity of nagural ga
demanded/transported in California in the future. This, of course, depends on the
particular scenario being run. Therefore, projections for pipeline naturdegsnd

must be continually updated so that the exogenously specified trajectories aeeniiHi
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the endogenous demands for natural gas that are calculated by the model in a given

model run.

Light-duty Vehicle Cost and Efficiency Assumptions

The following tables summarize the cost and efficiency assumptions fighadtdluty

vehicle technologies that are available to the CA-TIMES model in any fygare For

the most part, the baseline assumptions come from the EIA’'s AEO2010 Ref€e=ace
assumptions and projections (EIA, 2010a, c). Investment costs refer to the avemage pri

that a consumer would expect to pay for a vehicle.

In certain cases, a handful of other sources are used to modify the EIA numbeFodata.
instance, Moderate and Advanced Gasoline Internal Combustion Engine (ICHE@~ehic
are not represented in the AEO2010. Instead, | have created these two technologies to
capture the potential for efficiency improvements in the light-duty sectogse vehicles

are simply conventional gasoline ICEs that achieve higher fuel econ¢omi¢he order

of 15% to 30%) due to a suite of incremental efficiency enhancements, whidsiteee
small, but nontrivial, increases in the investment costs relative to the conventional
Gasoline ICE. The technology characterizations for Moderate and Advanselin&a

ICEs are based on unpublished data from the U.S. EPA Office of Transportation and Air
Quality (OTAQ) by way of the EPA’'s US9r MARKAL model (EPA, 2008a). Samyl,

| have also added several E-85 Flex Fuel vehicle technologies beyond thosentefdres

in AEO2010 (e.g., E-85 Moderate ICEs, Advanced ICEs, HEVs, and PHEVS). In all

cases, the efficiencies of these technologies are the samelasifeomparable gasoline
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counterparts, while investment costs are based on the incremental coseinérea
AEO2010's standard E-85 Flex Fuel vehicle relative to the conventional Gakiine
(typically less than $1,000). Only Gasoline PHEVs with 10- and 40-mileeaiirigl

ranges are represented in AEO2010; however, as the tables below indicaienhlad

PHEV 30s and 60s available to the model, as well as E-85 Flex Fuel and Diesel PHEVs
with 10-, 30-, 40-, and 60-mile all-electric ranges. In short, to make these tephnolo
characterizations, | use the AEO2010 cost estimates for PHEV 10s and 40s to
approximate the cost of PHEV 30s and 60s, assuming the same per-kWh battery costs.
(Note that in the AEO2010 Reference Case, the cost of lithium-ion battergssimed

to level out at $500/kWh by 2030. Fuel cell costs are assumed to drop to $139/kW by
2030 and $55/kW by 2050.) Then, | take the incremental cost increases of the Gasoline
PHEV 10/30/40/60s compared to a Gasoline HEV and apply these to the E-85 Flex Fuel
HEV and Diesel HEV, in order to approximate the costs of the PHEV versions of these
technologies. In general, Diesel ICEs, HEVs, and PHEVs are more exgta the E-

85 Flex Fuel versions, which are more expensive than the Gasoline versions. In
calculating PHEYV efficiencies, | assume that Gasoline, E-85 Fldx & Diesel PHEV
10/30/40/60 efficiencies in charge-sustaining (CS) mode are the samelesrfbi&V
counterparts, while efficiencies in charge-depleting (CD) mode are ngioér hdue to

the greater efficiency of an electric motor in all-electric openafl CD-mode

efficiencies are based on the technology characterizations of EPRI (2@0K)caner

and Heywood (2007a). Furthermore, PHEVS are restricted from over-consurherg eit

39 Note that the assumption of all PHEVs having e efficiency in charge-sustaining mode is a bit o
an approximation because of the varying weightsttiese vehicles would achieve. However, for this
same reason, | assume that PHEV efficiencies irgehdepleting mode are lower for vehicles with tgea
all-electric ranges (i.e., heavier battery packs).
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electricity or liquid fuel for propulsion energy by applying fuel split sbhdr@sed on

published utility factor curves (EPRI, 2007; Kromer and Heywood, 2007a).

Table 24 Investment Cost Assumptions for New LighDuty Cars in the Reference Case

Investment Costs for New Light-Duty Cars ($/vehicle)
(Note: Missing data value indicates that technology is not available in given year.)
2005 2010 2015 2020 2025 2030 2035 2040 2045 2050 2055

Gasoline ICE 25,775] 25,924| 26,421] 26,875| 26,951 27,092 27,291| 27,291] 27,291 27,291| 27,291
Gasoline ICE (Moderate Eff.) 26,531] 26,681 27,178| 27,631] 27,708| 27,849 28,047| 28,047| 28,047| 28,047| 28,047
Gasoline ICE (Advanced Eff.) 27,288| 27,437| 27,934] 28,388| 28,464| 28,605| 28,804| 28,804| 28,804| 28,804| 28,804
Gasoline HEV 29,473] 29,413 29,491] 29,557| 29,427 29,358| 29,437| 29,437| 29,437| 29,437| 29,437
E85 Flex Fuel ICE 26,150| 26,299| 26,797 27,251 27,326| 27,465| 27,661| 27,661 27,661| 27,661] 27,661
E85 Flex Fuel ICE (Moderate Eff.) 26,906 27,055| 27,554] 28,008] 28,082 28,221| 28,417| 28,417| 28,417| 28,417| 28,417
E85 Flex Fuel ICE (Advanced Eff.) 27,663] 27,812 28,310| 28,764| 28,839| 28,977| 29,174 29,174| 29,174| 29,174| 29,174
E85 Flex Fuel HEV 29,848] 29,787, 29,866] 29,934] 29,801 29,730f 29,806] 29,806/ 29,806/ 29,806| 29,806
Diesel ICE 31,220 31,352] 30,528/ 30,155| 29,868| 29,923| 29,955| 29,955| 29,955| 29,955| 29,955
Diesel HEV -] --| 29,788 29,788 29,637| 29,549 29,582 29,582| 29,582 29,582 29,582
Gasoline PHEV10 31,967] 31,967, 31,967| 31,456| 30,962| 30,745/ 30,824 30,824| 30,824/ 30,824| 30,824
Gasoline PHEV30 40,800; 40,800{ 40,800, 38,228 36,439] 35,693| 35,772| 35,772 35,772| 35,772| 35,772
Gasoline PHEV40 45,216] 45,216/ 45,216] 41,614 39,178] 38,167 38,246] 38,246/ 38,246/ 38,246| 38,246
Gasoline PHEV60 54,049] 54,049 54,049| 48,386| 44,655 43,115| 43,194 43,194| 43,194| 43,194| 43,194
E85 Flex Fuel PHEV10 32,343] 32,343] 32,343} 31,832] 31,337] 31,117 31,194 31,194] 31,194| 31,194| 31,194
E85 Flex Fuel PHEV30 41,176| 41,176] 41,176] 38,604 36,814 36,065 36,142| 36,142| 36,142| 36,142| 36,142
E85 Flex Fuel PHEV40 45,592} 45,592{ 45,592] 41,990, 39,552| 38,539| 38,616] 38,616/ 38,616/ 38,616/ 38,616
E85 Flex Fuel PHEV60 54,425| 54,425| 54,425| 48,762| 45,029| 43,487| 43,564 43,564| 43,564| 43,564 43,564
Diesel PHEV10 31,686 31,686, 31,686 31,686/ 31,172 30,936/ 30,969 30,969| 30,969/ 30,969| 30,969
Diesel PHEV30 38,458] 38,458 38,458| 38,458| 36,649 35,884/ 35,917 35,917| 35,917/ 35917 35,917
Diesel PHEV40 41,844| 41,844] 41,844] 41,844| 39,388 38,358| 38,391] 38,391 38,391| 38,391] 38,391
Diesel PHEV60 48,616 48,616/ 48,616, 48,616/ 44,865 43,306/ 43,339| 43,339 43,339| 43,339| 43,339
Battery-Electric 89,485| 93,325] 95,286| 95,123| 85,823| 78,071 77,915| 77,915 77,915| 77,915| 77,915
Hydrogen Fuel Cell -] --| 73,508 64,341| 57,823] 52,850] 49,037 49,037 49,037, 49,037 49,037
Gasoline Fuel Cell -- -- -- -- -- -- - -- -- -- -
Methanol Fuel Cell -- -- -- -- -- -- - -- - -- -
Dedicated Ethanol ICE -- -- -- -- -- -- -- -- -- -- -
Natural Gas ICE 33,400] 33,541} 33,971] 34,413| 34,485] 34,607 34,790[ 34,790| 34,790/ 34,790{ 34,790
Natural Gas Bi-Fuel ICE 32,065] 32,211 32,634] 33,077 33,159] 33,300f 33,515| 33,515] 33,515/ 33,515| 33,515
LPG ICE -] - - - -] - -] - - - |
LPG Bi-Fuel ICE 31,104] 31,253 31,750/ 32,204] 32,280 32,421| 32,620f 32,620 32,620/ 32,620| 32,620
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Investment Costs for New Light-Duty Trucks ($/vehicle)
(Note: Missing data value indicates that technology is not available in given year.)
2005 2010 2015 2020 2025 2030 2035 2040 2045 2050 2055

Gasoline ICE 34,084] 34,207| 34,658 35,174] 35,353] 35,561| 35,818 35,818 35,818 35,818 35,818
Gasoline ICE (Moderate Eff.) 35,263] 35,386| 35,837 36,353| 36,532| 36,740 36,997| 36,997, 36,997, 36,997| 36,997
Gasoline ICE (Advanced Eff.) 36,442] 36,565| 37,016 37,532| 37,711} 37,919| 38,176| 38,176/ 38,176] 38,176] 38,176
Gasoline HEV 38,465] 38,401| 38,376/ 38,388| 38,258 38,236| 38,394| 38,394| 38,394 38,394| 38,394
E85 Flex Fuel ICE 34,535] 34,657| 35,106] 35,620/ 35,796| 36,001| 36,257| 36,257, 36,257| 36,257| 36,257
E85 Flex Fuel ICE (Moderate Eff.) 35,714] 35,836| 36,285 36,799| 36,975/ 37,180 37,436| 37,436 37,436| 37,436] 37,436
E85 Flex Fuel ICE (Advanced Eff.) 36,893| 37,015 37,464| 37,978| 38,154] 38,359| 38,615 38,615/ 38,615 38,615 38,615
E85 Flex Fuel HEV 38,915] 38,851] 38,824| 38,835/ 38,700, 38,677/ 38,833] 38,833] 38,833 38,833] 38,833
Diesel ICE 42,334 42,441] 40,425| 40,491] 40,175| 40,114] 40,387 40,387 40,387 40,387 40,387
Diesel HEV = = --| 38,413 38,238| 38,181] 38,277| 38,277\ 38,277\ 38,277| 38,277
Gasoline PHEV10 39,793] 39,793| 39,793| 39,793| 39,793| 39,623| 39,781 39,781 39,781 39,781] 39,781
Gasoline PHEV30 45,270, 45,270] 45,270, 45,270| 45,270] 44,571 44,729 44,729| 44,729 44,729| 44,729
Gasoline PHEV40 48,008] 48,008 48,008 48,008| 48,008] 47,045 47,203| 47,203| 47,203| 47,203| 47,203
Gasoline PHEV60 53,485] 53,485| 53,485 53,485| 53,485/ 51,993| 52,151 52,151 52,151 52,151] 52,151
E85 Flex Fuel PHEV10 40,236] 40,236| 40,236/ 40,236| 40,236] 40,064| 40,220f 40,220/ 40,220/ 40,220 40,220
E85 Flex Fuel PHEV30 45,713 45,713| 45,713 45,713| 45,713] 45,012] 45,168 45,168 45,168 45,168 45,168
E85 Flex Fuel PHEV40 48,451 48,451 48,451 48,451] 48,451] 47,486| 47,642 47,642| 47,642| 47,642 47,642
E85 Flex Fuel PHEV60 53,928| 53,928| 53,928| 53,928| 53,928 52,434| 52,590, 52,590, 52,590, 52,590| 52,590
Diesel PHEV10 39,773] 39,773| 39,773] 39,773] 39,773] 39,568 39,664| 39,664 39,664 39,664| 39,664
Diesel PHEV30 45,250] 45,250] 45,250, 45,250| 45,250] 44,516| 44,612 44,612| 44,612| 44,612 44,612
Diesel PHEV40 47,989 47,989 47,989, 47,989| 47,989| 46,990 47,086 47,086 47,086 47,086 47,086
Diesel PHEV60 53,466] 53,466| 53,466/ 53,466| 53,466 51,938| 52,034] 52,034 52,034 52,034 52,034
Battery-Electric 111,741 115,151] 115,090] 115,319| 104,277 95,115| 95,166 95,166/ 95,166 95,166| 95,166
Hydrogen Fuel Cell = --| 80,120/ 69,446/ 61,602] 55,599 50,942] 50,942| 50,942] 50,942| 50,942
Gasoline Fuel Cell -- - -- - -- -- -- -- -- -- -
Methanol Fuel Cell -- -- -- -- -- -- -- -- -- -- -
Dedicated Ethanol ICE -- - -- - -- - -- -- -- -- -
Natural Gas ICE 33,503] 33,584| 34,026] 34,630/ 34,749| 34,898 35,064 35,064 35,064 35,064| 35,064
Natural Gas Bi-Fuel ICE 32,604] 32,687| 33,123| 33,716| 33,837| 33,991 34,173 34,173| 34,173| 34,173| 34,173
LPG ICE = == = = = = = = == = ==
LPG Bi-Fuel ICE 31,269] 31,361] 31,839] 32,532| 32,676 32,834 33,013] 33,013 33,013 33,013 33,013

Table 26 Fuel Economy Assumptions for New Light-Diy Cars, All Except PHEVSs in the Reference

Case
New Vehicle Fuel Economy (mpgge) - All Except PHEVs
(Note: Fuel economies correspond to "test-cycle values, not on-road. Missing data value indicates that technology is not available in given year.)
2005 2010 2015 2020 2025 2030 2035 2040 2045 2050 2055

Gasoline ICE 31.2 315 34.3 37.1 37.8 38.6 40.0 40.0 40.0 40.0 40.0
Gasoline ICE (Moderate Eff.) 35.3 35.7 38.8 42.0] 42.7 43.6 45.2 45.2 45.2 45.2 45.2
Gasoline ICE (Advanced Eff.) 40.6 41.0 44.6 48.3 49.1 50.1 52.0 52.0 52.0 52.0 52.0
Gasoline HEV 45.1 44.9 48.5 51.0 51.8 52.6 53.5 53.5 53.5 53.5 53.5
E85 Flex Fuel ICE 315 31.9 34.6 37.5 38.1 38.9 40.3 40.3 40.3 40.3 40.3
E85 Flex Fuel ICE (Moderate Eff.) 35.3 35.7 38.8 42.0] 42.7 43.6 45.2 45.2 45.2 45.2 45.2
E85 Flex Fuel ICE (Advanced Eff.) 40.6 41.0 44.6 48.3 49.1 50.1 52.0 52.0 52.0 52.0 52.0
E85 Flex Fuel HEV 45.1 44.9 48.5 51.0 51.8 52.6 53.5 53.5 53.5 53.5 53.5
Diesel ICE 39.2 39.5 42.4 45.6 46.2 46.7 47.0 47.0 47.0 47.0 47.0
Diesel HEV -- - 59.5 59.1 59.8 60.3 60.6 60.6 60.6 60.6 60.6
Battery-Electric 91.1 86.8 100.9 126.0 149.3 148.4 146.5 146.5 146.5 146.5 146.5
Hydrogen Fuel Cell 74.9 75.7 82.3 89.1 90.6 92.5 96.0 96.0 96.0 96.0 96.0
Gasoline Fuel Cell -- -- -- -- -- -- -- -- -- -- -
Methanol Fuel Cell -- -- -- -- -- -- - -- - -- -
Dedicated Ethanol ICE -- -- -- -- -- -- -- -- -- -- -
Natural Gas ICE 33.2 33.4 36.6 39.5 40.2 41.0] 41.9 41.9 41.9 41.9 41.9
Natural Gas Bi-Fuel ICE 30.8 31.0 33.9 36.6 37.2 38.0 39.0 39.0 39.0 39.0 39.0
LPG ICE -] - - - -] - -] - - - |
LPG Bi-Fuel ICE 31.2 31.5 34.3 37.1 37.7 38.6 40.0 40.0 40.0 40.0 40.0
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New Plug-in Hybrid Vehicle Fuel Economy (mpgge)
(Note: Fuel economies correspond to "test-cycle values, not on-road. Missing data value indicates that technology is not available in given year.)
2005 2010 2015 2020 2025 2030 2035 2040 2045 2050 2055
Charge-Sustaining Mode
Gasoline PHEV10 45.1 44.9 48.5 51.0 51.8 52.6 53.5 53.5 53.5 53.5 53.5
Gasoline PHEV30 45.1 44.9 48.5 51.0 51.8 52.6 53.5 53.5 53.5 53.5 53.5
Gasoline PHEV40 45.1 44.9 48.5 51.0 51.8 52.6 53.5 53.5 53.5 53.5 53.5
Gasoline PHEV60 45.1 44.9 48.5 51.0 51.8 52.6 53.5 53.5 53.5 53.5 53.5
E85 Flex Fuel PHEV10 45.1 44.9 48.5 51.0 51.8 52.6 53.5 53.5 53.5 53.5 53.5
E85 Flex Fuel PHEV30 45.1 44.9 48.5 51.0 51.8 52.6 53.5 53.5 53.5 53.5 53.5
E85 Flex Fuel PHEV40 45.1 44.9 48.5 51.0 51.8 52.6 53.5 53.5 53.5 53.5 53.5
E85 Flex Fuel PHEV60 45.1 44.9 48.5 51.0 51.8 52.6 53.5 53.5 53.5 53.5 53.5
Diesel PHEV10 -- - 59.5 59.1 59.8 60.3 60.6 60.6 60.6 60.6 60.6
Diesel PHEV30 - - 59.5 59.1 59.8 60.3 60.6 60.6 60.6 60.6 60.6
Diesel PHEV40 -] - 59.5 59.1 59.8 60.3 60.6 60.6 60.6 60.6 60.6
Diesel PHEV60 -- - 59.5 59.1 59.8 60.3 60.6 60.6 60.6 60.6 60.6
Charge-Depleting Mode

Gasoline PHEV10 158.7] 158.2 157.2 175.0] 197.6| 227.4 227.4] 227.4 227.4 227.4 227.4]
Gasoline PHEV30 156.9] 156.3 155.4 170.5 189.2 212.7 212.7 212.7 212.7 212.7 212.7
Gasoline PHEV40 156.9 156.3 155.4 170.5 189.2 208.8 208.8 208.8 208.8 208.8 208.8
Gasoline PHEV60 155.3 154.8 153.8 166.8 182.4] 201.4 201.4] 201.4 201.4 201.4 201.4]
E85 Flex Fuel PHEV10 158.7| 158.2 157.2 175.0; 197.6) 227.4 227.4] 227.4 227.4 227.4 227.4]
E85 Flex Fuel PHEV30 156.9] 156.3 155.4 170.5 189.2 212.7 212.7 212.7 212.7 212.7 212.7
E85 Flex Fuel PHEV40 156.9 156.3 155.4 170.5 189.2 208.8 208.8 208.8 208.8 208.8 208.8
E85 Flex Fuel PHEV60 155.3 154.8 153.8 166.8 182.4] 201.4 201.4] 201.4 201.4 201.4 201.4]
Diesel PHEV10 -- - 157.2 175.0 197.6| 227.4 227.4] 227.4 227.4 227.4 227.4]
Diesel PHEV30 -- - 155.4 170.5 189.2 212.7 212.7 212.7 212.7 212.7 212.7
Diesel PHEV40 -] - 155.4 170.5 189.2 208.8 208.8 208.8 208.8 208.8 208.8
Diesel PHEV60 -] - 153.8 166.8 182.4] 201.4 201.4] 201.4 201.4 201.4 201.4]

Table 28 Fuel Economy Assumptions for New Light-Diy Trucks, All Except PHEVs in the
Reference Case

New Vehicle Fuel Economy (mpgge) - All Except PHEVs
(Note: Fuel economies correspond to "test-cycle values, not on-road. Missing data value indicates that technology is not available in given year.)
2005 2010 2015 2020 2025 2030 2035 2040 2045 2050 2055

Gasoline ICE 22.5 22.5 24.4 26.9 28.0 28.9 30.0 30.0 30.0 30.0 30.0
Gasoline ICE (Moderate Eff.) 26.0 26.0 28.2 31.1 32.4 33.4 34.7 34.7 34.7 34.7 34.7
Gasoline ICE (Advanced Eff.) 30.8 30.7 333 36.8 38.3 39.5 41.0 41.0 41.0 41.0 41.0
Gasoline HEV 32.6 324 35.1 37.6 38.6 39.5 40.3 40.3 40.3 40.3 40.3
E85 Flex Fuel ICE 22.8 22.7 24.6 27.2 28.3 29.2 30.3 30.3 30.3 30.3 30.3
E85 Flex Fuel ICE (Moderate Eff.) 26.0 26.0 28.2 31.1 32.4 33.4 34.7 34.7 34.7 34.7 34.7
E85 Flex Fuel ICE (Advanced Eff.) 30.8 30.7 333 36.8 38.3 39.5 41.0 41.0 41.0 41.0 41.0
E85 Flex Fuel HEV 32.6 324 35.1 37.6 38.6 39.5 40.3 40.3 40.3 40.3 40.3
Diesel ICE 28.4 28.2 30.1 32.5 33.4 34.1 34.6 34.6 34.6 34.6 34.6
Diesel HEV 41.2 41.2 41.2 41.2 42.1 42.8 43.3 43.3 433 43.3 43.3
Battery-Electric 51.7 53.4 63.4 78.4 92.7 92.4 92.1 92.1 92.1 92.1 92.1
Hydrogen Fuel Cell 54.1 54.1 58.6 64.6 67.3 69.4 72.1 72.1 721 72.1 72.1
Gasoline Fuel Cell -- -- -- -- - -- -- -- -- -- -
Methanol Fuel Cell -- -- -- -- -- -- -- -- -- -- -
Dedicated Ethanol ICE -- -- -- -- -- -- -- -- -- -- -
Natural Gas ICE 25.7 25.6 27.8 30.9 31.8 32.6 335 33.5 335 33.5 33.5
Natural Gas Bi-Fuel ICE 23.9 23.7 25.7 28.6 29.4 30.2 31.1 31.1 31.1 31.1 31.1
LPG ICE -- - -- - -- - -- - -- - --|
LPG Bi-Fuel ICE 23.9 23.8 26.0 29.5 30.6 314 32.4 324 324 324 324




161

Table 29 Fuel Economy Assumptions for New Light-Diy PHEV Trucks in the Reference Case

New Plug-in Hybrid Vehicle Fuel Economy (mpgge)
(Note: Fuel economies correspond to "test-cycle values, not on-road. Missing data value indicates that technology is not available in given year.)
2005 2010 2015 2020 2025 2030 2035 2040 2045 2050 2055
Charge-Sustaining Mode
Gasoline PHEV10 32.6 324 35.1 37.6 38.6 39.5 40.3 40.3 40.3 40.3 40.3
Gasoline PHEV30 32.6 324 35.1 37.6 38.6 39.5 40.3 40.3 40.3 40.3 40.3
Gasoline PHEV40 32.6 324 35.1 37.6 38.6 39.5 40.3 40.3 40.3 40.3 40.3
Gasoline PHEV60 32.6 324 35.1 37.6 38.6 39.5 40.3 40.3 40.3 40.3 40.3
E85 Flex Fuel PHEV10 32.6 324 35.1 37.6 38.6 39.5 40.3 40.3 40.3 40.3 40.3
E85 Flex Fuel PHEV30 32.6 324 35.1 37.6 38.6 39.5 40.3 40.3 40.3 40.3 40.3
E85 Flex Fuel PHEV40 32.6 324 35.1 37.6 38.6 39.5 40.3 40.3 40.3 40.3 40.3
E85 Flex Fuel PHEV60 32.6 324 35.1 37.6 38.6 39.5 40.3 40.3 40.3 40.3 40.3
Diesel PHEV10 41.2 41.2 41.2 41.2 42.1 42.8 43.3 43.3 433 43.3 43.3
Diesel PHEV30 41.2 41.2 41.2 41.2 42.1 42.8 43.3 43.3 433 433 43.3
Diesel PHEV40 41.2 41.2 41.2 41.2 42.1 42.8 43.3 43.3 433 43.3 43.3
Diesel PHEV60 41.2 41.2 41.2 41.2 42.1 42.8 43.3 43.3 433 43.3 43.3
Charge-Depleting Mode

Gasoline PHEV10 158.1 158.1 158.1 158.1 158.1 183.0 183.0] 183.0 183.0 183.0 183.0
Gasoline PHEV30 151.3 151.3 151.3 151.3 151.3 171.2 171.2 171.2 171.2 171.2 171.2
Gasoline PHEV40 151.3 151.3 151.3 151.3 151.3 168.1 168.1 168.1 168.1 168.1 168.1
Gasoline PHEV60 145.9] 145.9 145.9 145.9 145.9] 162.1 162.1 162.1 162.1 162.1 162.1
E85 Flex Fuel PHEV10 158.1 158.1 158.1 158.1 158.1 183.0 183.0] 183.0 183.0 183.0 183.0
E85 Flex Fuel PHEV30 151.3 151.3 151.3 151.3 151.3 171.2 171.2 171.2 171.2 171.2 171.2
E85 Flex Fuel PHEV40 151.3 151.3 151.3 151.3 151.3 168.1 168.1 168.1 168.1 168.1 168.1
E85 Flex Fuel PHEV60 145.9] 145.9 145.9 145.9 145.9] 162.1 162.1 162.1 162.1 162.1 162.1
Diesel PHEV10 158.1 158.1 158.1 158.1 158.1 183.0 183.0] 183.0 183.0 183.0 183.0
Diesel PHEV30 151.3 151.3 151.3 151.3 151.3 171.2 171.2 171.2 171.2 171.2 171.2
Diesel PHEV40 151.3 151.3 151.3 151.3 151.3 168.1 168.1 168.1 168.1 168.1 168.1
Diesel PHEV60 145.9] 145.9 145.9 145.9 145.9] 162.1 162.1 162.1 162.1 162.1 162.1
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1.3 Scenario Results and Discussion

Now that the structure of the CA-TIMES model and many of its assumptions have been
described, this section highlights the results of several analyses in Whictotel was

used to understand how the California energy system could be significantly deatboniz
in the long term, what the technological and resource implications might behiras

case, and how much the energy system transition could cost. To this end, a number of
scenarios have been created using the model, first a Reference Case soenidunen a
multi-strategy Deep GHG Reduction Scenario that looks specifically atditious

“80in50” emission reduction target for the entire energy system (not just thpdrans
sector, as was the case in the original 80in50 studies described in the Chaptisr | of t
dissertation). Finally, several variants of the Deep GHG Reduction Scerrio ar
analyzed, in order to understand how the transition to a low-carbon economy in
California could be different if the potential of certain technologies and ressoisrc

substantially restricted or enhanced.

11.3.1 Reference Case Scenario

The CA-TIMES Reference Case is a scenario describing the potential degetagm
California’s energy system over the next several decades under bushussslg8AU)
conditions. It is not a prediction of what will happen, but rather a single vision of what
couldhappen, if the technological and policy assumptions in the model were to come to
fruition and consumers and firms behaved optimally from a cost minimization standpoint
While, in theory, a number of Reference Case scenarios could be developedilyt is rea

only practical to develop one. The Reference Case is the scenario to whbitieall
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scenarios, particularly the deep greenhouse gas reduction scenariom@aeedo The
following sections illustrate the development of the energy system in theeRef¢eCase,
taking an in-depth view of it from a variety of different perspectives. Thegrisa
“cuts” hopefully provide a sense for how the system could potentially develop in the

absence of any substantial effort to transition California toward a ldvecaociety.

Policy is an important driver of energy system development. And while the previous
sections have discussed the most important resource, technology, and demand
assumptions — and their respective data sources — that have been used to develop the CA-
TIMES Reference Case, the Reference Case is also strongly dependaméon ¢

policies and how they are assumed to develop over time.
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Table 30 summarizes the policies represented in the Reference Case, provitling brie
descriptions of each, how they are modeled in CA-TIMES, and when they aneeast®
expire, if at all. Although it is not possible to represent every single policgffieats
California’s energy system, the list below attempts to capture those tégjrea
importance and with the largest impact. Notably excluded from explicitypolic
representation are, for example, the Low Carbon Fuel Standard (LCFS),disgidas
Vehicle (ZEV) mandates, California’s “anti-sprawl!” transportation amd luse
regulations (SB 375), and certain measures for appliance energgreffic@nd goods
movement. Future iterations will make it possible to represent these paspesially
with respect to the LCFS, for which the emissions accounting framework GliKIES

would first need to be significantly overhauled.
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Table 30 Brief Descriptions of Policies Represenddan the CA-TIMES Reference Case

Policies

Biofuel Subsidies

Descriptions

- Corn ethanol Federal Volumetric Ethanol Excise Tax Cred#.(i‘blender’s
credit”) of $0.45/gal. Assumed to expire in 2015.

- Sugar cane ethanoBame as corn ethanol.

- Cellulosic ethanol Federal tax credit of $1.01/gal. Based on thedy
Conservation and Energy Act of 2008 (i.e., therffdnill”). Assumed to
expire in 2020.

- Biodiesel Federal tax credit of $1.00/gal for biodieseinfr soy and animal
tallow, $0.50/gal for biodiesel from yellow greas®ased on American Jobs
Creation Act of 2004. Assumed to expire in 2015.

Biofuel Import Tariffs

- Sugar cane and other typésmported ethanol Import duty of $0.54/gal.

Transportation Fuel Tax&s

- Gasoline California state tax of $0.49/gal (includes eeciax and state,
county, and local sales taxes). Federal exciseft&0.184/gal. Assumed to
always be the same.

- Diesel California state tax of $0.49/gal (includes erdiax and state, county,
and local sales taxes). Federal excise tax of480gal. Assumed to always b
the same.

- Ethanol and E-85No additional taxes other than those for gasgolin

- Jet Fuel (kerosene-typefederal excise tax of $0.044/gal for commercial
aviation.

- Aviation gasoline Federal excise tax of $0.194/gal. Assumedu@gs be the
same.

- Liquid Petroleum Gases (LPG)ederal excise tax of $0.183/gal. Assumed
always be the same.

- Compressed Natural Gas (CN@ederal excise tax of $0.044/gal. Assumec
be the same as jet fuel. Assumed to always bsdime.

- Liquefied Natural Gas (LNG)Federal excise tax of $0.243/gal. Assumed tc
always be the same.

- Liguefied H: Federal excise tax of $0.184/gal. Assumed tthbesame as
conventional gasoline. Assumed to always be thesa

- FT liquid fuels from coal Federal excise tax of $0.244/gal. Assumed tthbe
same as conventional diesel. Assumed to alwayisebsame.

- FT liquid fuels from biomassFederal excise tax of $0.244/gal. Assumed to
the same as conventional diesel. Assumed to alb@yise same.

(¢

to

be

Corporate Average Fuel
Economy (CAFE) Standards

- Light-duty passenger caréNew model-year vehicle fleet must achieve 263
gCOy/mile (33.8 mpg) in 2012, strengthening to 225 g@de (39.5 mpg) in
2016, assumed to remain constant thereafter.

- Light-duty passenger truckdNew model-year vehicle fleet must achieve 346
gCO/mile (25.7 mpg) in 2012, strengthening to 298 g@te (29.8 mpg) in
2016, assumed to remain constant thereafter.

Electric Vehicle Subsidies

- Light-duty PHEVs and BEVsTax credit for new plug-in electric vehicles is
worth $2,500 plus $417 for each kWh of battery citgaover 5 kWh. The
portion of the credit determined by battery capaci#nnot exceed $5,000;
therefore, the total amount of the credit alloweda new plug-in electric
vehicle is $7,500. Based on the Energy ImproveraadtExtension Act of
2008, and later the American Clean Energy and 8gd\st of 2009. Credit is
supposed to expire for each manufacturer sooniaftess sold 200,000
cumulative PHEV/BEVs for use in the U.S. HoweverCA-TIMES the
credit is simply assumed to expire in 2012.

GHG Emission Performance
Standard for New Power Plant

- Establishes a greenhouse gases emission perfeerstandard for all baseloag
generation of local publicly owned electric utéisi at a rate of emissions of
greenhouse gases that is no higher than the ramis$ions of greenhouse
gases for combined-cycle natural gas baseload aggorefCalifornia Senate
Bill (SB) 1368]. This essentially equates to “remncoal plants in California”.

In CA-TIMES, the law is applied to coal steam, cliaCC, and coal-to-k

“0 For current federal fuel tax information, seefilowing U.S. Internal Revenue Service (IRS) welppa
http://www.irs.gov/publications/p510/ch01.html#d088. For current state gasoline and diesel tax
information, see the following API webpage: httpuw.api.org/statistics/fueltaxes/.
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plants.

Renewable Fuels Standard
(RFS)

- Mandates the increased use of transportatioméigf culminating in 15 billion
gallons per year (BGY) of corn ethanol in 2022 BIBY cellulosic ethanol, 1
BGY biodiesel, and 4 BGY other advanced biofuédther advanced
biofuels” are assumed to be sugar cane ethandbiarghsoline in the CA-
TIMES model. RFS mandates are assumed to end2 20alifornia is
assumed to only be “responsible” for 9% to 10.5%heftotal U.S. biofuels

mandates, consistent with its current and projeskede of the U.S. populatio
and liquid fuels consumption. Based on the Enémggpendence and Securi

Act (EISA) of 2007.

=

Renewable Electricity
Incentives

- Renewable electricity production tax credit (PTC)yedit of 2.2 cents/kWh for

Wind, Geothermal, and Closed-loop biomass; anddnts/kWh for all other
renewables (Open-loop biomass, Landfill gas, Hyldxigc, Municipal Solid
Waste, Hydrokinetic “Flowing Water” Power, Small ¢fgelectric, Tidal

Energy, Wave Energy, and Ocean Thermal). Duraifamedit is 10 years for

facilities placed in service by the end of 2012n@)ior 2013 (all others).

Thus, all credits assumed to expire by 2022/2028te that Solar is excluded

from the production tax credit because it recethesinvestment tax credit.
- Business energy investment tax credit (ITC) éarawables Credit equal to
30% of capital expenditures for Solar and FuelkceNo maximum credit for

solar; a maximum of $3,000/kW for fuel cells. lengral, credits are availabl

for eligible systems placed in service before theé @f 2016. In CA-TIMES,
credits are assumed to expire in 2016. Note thaf 2009, other types of
renewable generation are allowed to take the ID®@dver, they would then
have to forfeit the PTC. In CA-TIMES, it is assudtbat only solar and fuel
cells can take the ITC.

W

Electricity Generation

The electric generation sector is sure to play an instrumental rolefurtuine

development of California’s energy system and its corresponding environmepaatsm

Figure 28 illustrates the model’'s Reference Case projections ftni@tggeneration by

plant type over the entire time horizon. Several noteworthy observations can be made

First, electricity supply and demand is projected to grow significantly tbeemext

several decades (by more than 50%). This will necessitate considerat#e futur

investment in the generation stock, especially in light of the multitude of oldstinegxi
plants, which are scheduled to retire over the next two decades. Second, natural gas

generation grows considerably between 2020 and 2025. This is due to natural gas being

the most attractive, least-cost generation source during these yearsaunskhe

significant amount of generation is needed after 2020 to make up for the shautaitic

by the retirement of existing nuclear plants and termination of exisgetrielty import
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contracts, both of which are scheduled to occur around 2020 or soon thereafter. The
growth in natural gas generation is accounted for by the increasediotiliagexisting
NGCC plants, many of which are not at the moment used to their full capadtiesl|| a
as investment in new NGCC plants. In short, natural gas becomes increasiddbyruse
baseload power generation in California. Later in the model time hogeasration
from wind, geothermal, and solar thermal plants becomes cost-competitive withl nat
gas plants, thanks to increasing natural gas prices and assumed declines/gstheent
costs of these renewable options. This causes the share of low- and zero-carbon
electricity generation to rise in the later periods, after having ledatively low for
several decades as a result of the retirement of the state’s twarrplales around 2020
(Figure 29). Unless the lives of existing nuclear plants are extended, niearmiants
are built, and/or a renewable portfolio standard is implemented, fossibgjenerould

still be quite high in California for years to come.
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Electricity Generation by Plant Type
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Figure 28 Electricity Generation by Plant Type inthe Reference Case
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Share of Low-Carbon Electricity Generation by Type
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Figure 29 Share of Low-Carbon Electricity Generaton by Type in the Reference Case

At this point, it is important to briefly note the way electricity importsl@andled in CA-
TIMES. There are two categories of imports, firm and system. Riporits of coal,
nuclear, hydro, and oil are dealt with in a relatively straightforward marthey are

phased out according to the scheduled expiration of known firm import contracts.
System imports, on the other hand, are a bit less certain since they depend on the spot
market for electricity, as well as electricity demand in othetevestates. In the CA-
TIMES Reference Case, an important assumption is made that system iingpot®th

the Pacific Northwest and Desert Southwest decline from 2010 to 2025, ultimately
ceasing in this final year. This is not to say, however, that no elgctmpbrts are

allowed to enter California in the later years. They are just repeese a different way
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from the “Exogenous Imports” category shown in the figure (i.e., exogenoustgmpor

refers to current firm and system imports with a certain point-estiroatesignature, say

in ¢/kWh, whose contracts are either set to retire within the next decade or whase use |
California is difficult to predict going forward). From a modeling standpdirg,

preferable to represent all new electricity supply to California at thedodmgy level

(i.e., with investment cost, efficiency, availability data), rather thasoasnodity flows;

hence, future supplies of imports are endogenously embedded in some of the power plant
technologies listed in Table 7 and shown in Figure 28. For instance, although not shown,
a portion of the wind generation expected in California in the Reference Caakyact

comes from out-of-state resources, since these resources are likelypboited by

California electric utilities or their partners and are, thus, part of theo@adi energy

system within the framework of the CA-TIMES model. Similarly, due to sissges, it

may be reasonable to assume that a few of the natural gas plants that are bmtight int
state’s energy system over time will in fact be built outside of the its Isordérwe

advantage of this approach to representing imports is that the electricity mtdguce

these out-of-state power plants can be modeled with bottom-up technological detail

Note that electricity imports are also subject to the Renewable Portfatida&@d within

the framework of CA-TIMES.

Industrial, Commercial, Residential, and Agricultural Sectors

Along with natural gas, electricity is one of the two most consumed energy conasodit
in the industrial, commercial, residential, and agricultural (ICRA) endsestrs.

Hence, it should not be surprising that the continuously growing energy demands of the
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ICRA sectors are largely responsible for driving the increases itnieilycgeneration
witnessed above. Projections of useful energy demand by fuel type are shoashfof e
the ICRA sectors, starting in Figure 30. The industrial and commesz&drs appear
poised for the most substantial growth over the next four decades, though growth is
strong in the residential and agricultural sectors as well. In terms afg¢hmii, there is

a small, but noticeable, shift from natural gas to electricity; yethtontost part the mix
remains unchanged. It is important to remember that, as discussed previously, both
demand trajectories and the fuel use mix for each of the ICRA sectorsogeneusly
specified by the modeler for all future years. Therefore, the assumpiparigo the

model entirely govern the solution that is obtained. In developing the CA-TIMES
Reference Case, | have decided to ground these exogenous assumptions ifya public
available scenario that has already undergone review, namépasieéne demand
scenario developed for the California Energy Commission as part of the UE-Davi
Advanced Energy Pathways (AEP) project (McCarthy et al., 2008a, b). Tlhyy ener
demand projections created in the AEP study are based on growth tragefctovi@rious
other things, such as shipments of industrial and agricultural products, comnieocial f
space, number of residential households, gross state product, and population, to name just
a few. Incremental energy efficiency improvements are taken into acgodhese
projections, in the sense that Baseline demandcenario assumes a continuation of

historical and projected near-term trends — in other words, business-as-usual.
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Industrial Sector Fuel Demands by Fuel Type .::::g;nm"mm
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Figure 30 Useful Energy Demand by Fuel Type in thindustrial Sector in the Reference Case
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Commercial Sector Fuel Demands by Fuel Type Fvaroeen
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Figure 31 Useful Energy Demand by Fuel Type in th€ommercial Sector in the Reference Case
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Hydrogen

Residential Sector Fuel Demands by Fuel Type
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Figure 32 Useful Energy Demand by Fuel Type in thResidential Sector in the Reference Case
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Hydrogen
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Figure 33 Useful Energy Demand by Fuel Type in thAgricultural Sector in the Reference Case

Transportation Fuels Consumption and Technology Trends

Final energy demand in the transportation sector is projected to grow stirotiyty

Reference Case (more than 50% between 2005 and 2050), as shown in Figure 34. (Note
that unlike for the ICRA sectors, fuel choice and investment decisions innkpdra

sector — as in the electric generation and energy supply and conversion-secéors
calculated endogenously by the model. In other words, they are model outputs, not input
assumptions.) Increased consumption of diesel, jet fuel, natural gas, and fasichib

in the non-LDV subsectors is responsible for much of this growth, while increased

ethanol demand (primarily cellulosic ethanol) in the light-duty subsectoigydarty in

the later years, contributes to a slowing of gasoline demand. A considerableyapfantit
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ethanol is consumed in the form of E-85 fuel (85% ethanol, 15% gasoline, by volume), as
opposed to oxygenated gasoline, for which the ethanol blend limit after 2010 is, by
assumption, relaxed from 5.7% to 10% (by vol.) — so-called E-10 fuel. After initially

being spurred by the biofuels mandates of the RFS, cellulosic ethanol consumption grows
on its own, thanks to favorable production economics compared to gasoline, which only

becomes more expensive over time due to the ever-increasing cost of créaguod (

25).

Transportation Fuels Consumption by Fuel Type
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Figure 34 Final Energy Demand by Fuel Type in th@ransportation Sector in the Reference Case

In fact, biofuels consumption in general takes off in the Reference Case, ecipgyi@

more than 10-fold increase between 2005 and 2050, reaching a combined level of almost
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1,050 PJ (~8.0 hillion gge) by 2050 (Figure 35). Continued use of imported corn- and
sugarcane-based ethanol, combined with an expanding market for biodieselidasicel
ethanol, contribute to this strong growth. For the biofuels whose production is gxplicit
modeled in CA-TIMES (i.e., all except for corn and sugar cane ethanol impogisie

36 shows the breakdown of the various biomass feedstock types used for production.
Some feedstocks grow more quickly than others and/or are consumed in greater
guantities in the near to medium term, i.e., pre-2030 (e.g., Orchard and Vineyaed Wast
and the various types of Municipal Solid Waste). Of course, the particular biomass
feedstocks the model chooses to use are simply a function of the production economics,
specifically the assumed supply curves for each feedstock type, which comBdrker
(2010). Site-specific issues and geo-spatial concerns are not expdikélyinto account
within the single-region framework of the CA-TIMES model. That beind, she

biomass supply curves from Parker (204 derived from a spatially-explicit

geographic information system (GIS) optimization model for biomass production,
transport, and conversion to liquid fuel products. Hence, spatial considerationglee, at

very leastnot completely overlooked in the current analysis.
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Biofuels Consumption by Fuel Type
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Figure 35 Biofuels Consumption by Fuel Type in th&®eference Case
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Biomass Supply by Feedstock Type
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Figure 36 Biomass Supply by Feedstock Type in thReference Case

The previous figures have shown essentially no increased penetration ofigtemtric
hydrogen as transportation fuels in the Reference Case, save for ¢yecsecin the
light- and heavy-rail segments. This result is a function of the economics of/éesle
pathways, including vehicle investment, O&M, and fuel costs, the latter of which
depends on the cost of building new fuel conversion facilities and refueling/recharg
infrastructure to supply electricity and hydrogen to these vehicles. obteaf these
alternative pathways are further compounded by the higher technologyiesgiscibunt
rates that are assumed for them in order to better represent consumer beeavior (
perceived risk and unfamiliarity with alternative fuel vehicles). Highedle rates have

the impact of increasing annualized investment costs, in effect shortegingede
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payback periods. Hence, the more efficient, though more capital-intensivdevehi
technologies — HEVs, PHEVs, BEVs, and FCVs — become less attractive fromrthe poi
of-view of the model, since their fuel savings are not valued quite as much. The hurdle
rates assumed in the CA-TIMES model are pulled from different sources -ynamel
Schafer and Jacoby (2006) and the U.S. EPA’s 9-region MARKAL model (EPA, 2008a)
As an example, conventional gasoline and ethanol ICE vehicles are assumed to have a

hurdle rate of 18%, gasoline and ethanol HEVs 25%, and BEVs and FCV¥ 45%.

Over the next several decades, Reference Case energy consumptibi-thytligcars

and trucks is projected to grow quite significantly (Figure 37) and in additiexpected

to maintain its high share of total transportation fuels demand (~50%), even in spite of
considerable demand growth expected in the non-LDV subsectors. Unlike today,
however, LDV energy demand will be met by more than just oxygenated gadoiBie.

could also see much more widespread use, due to the biofuels mandates and increasing
cost-competitiveness of ethanol relative to gasoline. Such significanttrparetration

would necessitate a fairly rapid uptake of E-85 Flex Fuel vehicles, espesiailthe

next 10-15 years (Figure 38). Aside from flex fuel technologies, gasolindashi

continue to remain the dominant technology in the LDV subsector, though not all of these
will be of the conventional ICE variety. As Figure 38 shows, both Advanced Gasoline
ICEs and Gasoline HEVs achieve significant market share over the nextdadede At

first, these more efficient technologies are needed to meet the incheasimgent

CAFE standards of the 2012-2016 time period. But then, the model simply chooses them

“1 A 25% hurdle rate corresponds to a payback peri@bproximately 4 years, while a 45% payback
period is a little more than 2 years.
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because, with rising oil prices ($98/barrel in 2020, $111/barrel in 2030, and $125/barrel
in 2050), they are more attractive from an economic standpoint (weighing tlyelkfec

costs of fuel, capital, variable and fixed O&M, and taking into account higher hurdle
rates). Due to the rising average fuel economy of the light-duty vehietg Rigure 39),

total fuel consumption plateaus over the next decade or so, before re-attaining its
historically steep upward trajectory once annual demand growth againkegeatanual
efficiency gains. The obvious take-home message from this model resultircthased

fuel economy standards can indeed by quite effective at slowing the growth -@futght
vehicle fuel consumption. Though, achieving absolute reductions in fuel use, in the face
of continuously increasing demand for light-duty VMT, could be a substantially more

difficult challenge altogether.

Note that in Figure 38, the reason conventional Gasoline ICEs re-takpdti&n of the
gasoline vehicle market in the later years is simply because of thenexisgiespecified
inputs for vehicle efficiency, which assume (at the technology levéalsit sustained

rise in conventional ICE vehicle fuel economy over time, even in the absenceeof m
stringent CAFE standards after 2016. This also explains why one observes afignk” a
2030 in the new model-year vehicle fuel economies shown in Figure 39. Of course, it is
entirely possible that, in a BAU baseline future, new vehicle fuel economies again

rise above the 2016 CAFE standard requirement, with automakers choosing to put all
propulsion system efficiency gains into increased vehicle weight, highepberse and
vehicle acceleration times. After all, this is what we have seen over th2bpaesirs,

and barring increasingly stringent vehicle efficiency and emisstangards and/or high,
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sustained fuel prices, there is probably no reason to think that the situation going forwa

will be any different.

Fuel Consumption - Light-Duty Cars and Trucks
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Figure 37 Fuel Consumption for Light-Duty Vehiclesin the Reference Case
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Light-Duty Car and Truck Fuel Economy - Fleetwide and New Model-Year Vehicles
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Figure 39 Average Light-Duty Vehicle Fuel Economyn the Reference Case

Fuel consumption trends in the non-LDV transport subsectors are, for the most part, in
line with what one would typically expect of a Reference Case: the vatidsectors
continue to look very much like they do today, save for some increased biodiesel
consumption as a result of the RFS mandates and, in later years, due to favorable
production economics compared to conventional fossil diesel. The only means of
producing biodiesel in the Reference Case is via hydrotreatment of ygkase and

animal tallow feedstocks, which are in relatively short supply in comparisae to t

various types of cellulosic biomass. Moreover, biodiesel production via FT synthesis of
these feedstocks remains uncompetitive from a cost perspective in allguar at high,

sustained crude oil prices later in the modeling horizon. If biomass supplies wsce not
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limited, biodiesel consumption would likely capture even greater market shareliaa
we see in the Reference Case. However, as it stands, cellulosic ethanptesdived
pathway for supplying biofuels. In particular, utilization of a biochemical (hysi)!

process is the most attractive pathway.

The technology and fuel development trends in the medium-duty truck and bus
subsectors are particularly interesting. More specifically, diegklaes oxygenated
gasoline within a specific segment of the medium-duty subsector (Higura decision
made by the model because of the increasing cost competitiveness of diedes e
this segment (namely, fleet delivery trucks). Similarly, natural @@eslmarket share to
diesel in the bus subsector for essentially the same reason (Figure 4&3pitakcosts

of natural gas buses are simply too high, and their efficiencies too low, to maketigp f
lower cost of natural gas fuel compared to petroleum-based diesel. In cogstder
likelihood of these findings, it is important to note that in these cases the model does not
explicitly take air quality and noise concerns into account during its decrsaimg
process, both of which represent two important motivating factors for why weaseal

gas vehicles in cities around the world today.
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Fuel Consumption - Heavy-Duty Vehicles
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Figure 40 Fuel Consumption for Heavy-Duty Trucks in the Reference Case
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Fuel Consumption - Medium-Duty Vehicles
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Figure 41 Fuel Consumption for Medium-Duty Trucksin the Reference Case
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Fuel Consumption - Buses
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Figure 42 Fuel Consumption for Buses in the Referee Case
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Fuel Consumption - Rail
60

50

40

g

S W Electricity
=]

=%

E a0 M Bio-Diesel
w

c

o

o M Diesel

[}

3

i

20

10

2005 2010 2015 2020 2025 2030 2035 2040 2045 2050 2055

Figure 43 Fuel Consumption for Rail in the Referene Case
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Fuel Consumption - Marine
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Figure 44 Fuel Consumption for Marine Vessels intte Reference Case
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Fuel Consumption - Aviation
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Figure 45 Fuel Consumption for Aviation in the Reérence Case

Greenhouse Gas Emissions

Given the projected increases in service demands and energy consumption in the
business-as-usual Reference Case scenario, it is perhaps not surprisiadjftraiaC
greenhouse gas emissions are expected to continue to rise over the nextiseades.
Figure 46 shows CA-TIMES model estimate<C#f-CombustiortGHG emissior§
produced via fuel combustion activities in each of the various energy producing and

consuming sectors. (As discussed in Section 11.1.3, the model covers intrastate

42 CA-CombustiorGHGs include all emissions produced from fuel casiton activities within

California’s borders, from interstate and interoaél aviation and marine trips whose origin is foafiia,
and from production of electricity that is consuniedCalifornia, even if the plants producing the
electricity are located out-of-stateOut-of-state SupplsHGs also include upstream emissions of
imported energy commodities, which therefore castwvell-to-tank emissions that are generated aaitsid
of California.
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interstate, and international aviation and marine activities, whereas ngy-&teGs are
not estimated at the present time.) The transportation sector remaimgytbdasgest
emissions category for many years to come, growing its share ofueltabimbustion
emissions to well over half (~56%) by 2050. The combined industrial/supply sector
eventually takes over the second position from the electric sector, whoseamas
about the same in 2050 as they are today. Allocation of electric sector emis®aods
uses (Figure 47) better illustrates the contribution of the industrial, conamerci
residential, and agricultural sectors to total GHG emissions. Yet, even hisder t
accounting scheme, it is clear that the transportation sector is poised to das®®esn
growth in California in the long term. What is potentially more interessiige near
term, specifically the coming decade up to 2020. Results of the CA-TIMES sionlel

that the currently planned policies of the Reference Case (i.e., those szsdmar
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Table 30) are not likely to be enough to bring emissions back down to 1990 (or even
2005) levels by 2020. That being said, the new CAFE standards (from 2012 to 2016) and
the RFS biofuels mandates (to 2022) do help to slow California’s rapid emissions growth

quite considerably.

CA-Combustion GHG Emissions by Sector
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Figure 46 CA-Combustion GHG Emissions by Sector in the Reference Case
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CA-Combustion GHG Emissions by Sector
(Electricity Emissions Allocated to End-Use Sectors)
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Figure 47 CA-Combustion GHG Emissions by Sector in the Reference Case witlectricity
Emissions Allocated to the Various End-Use Sectors

If one also considers upstream emissions of imported energy commoditieueqf-
state Supplgmissions), the projected future increases in California’s GHG emissions
become even greater (Figure 48 and Figure 49). The significantly higivahgf

supply sector emissions, especially in the long term, is entirely respoiasibites result,
since emissions from all other sectors are, by definition, the same in botA-the C
Combustion and +Out-of-state Supply cases. Allocation of supply sector@missi
each of the end-use sectors, in a way similar to electric sector@msigsialso possible
in theory. While not shown here, the likely result of such an allocation would be a
further increase in emissions for each of the end-use sectors. The bulk of sgfply s

emissions in the Reference Case actually occur as a result of crude raltarad gas
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extraction and petroleum refining. Therefore, the end-use sectors that caheunuest
crude-oil- and natural-based fuels (transportation, industrial, and resideittiad) see

particularly large gains in GHG emissions.

+0ut-of-state Supply GHG Emissions by Sector
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Figure 48 +Out-of-state Supply GHG Emissions by Sector in the Reference Case
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+Qut-of-state Supply GHG Emissions by Sector
(Electricity Emissions Allocated to End-Use Sectors)
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Figure 49 +Out-of-state Supply GHG Emissions by Sector in the Reference Case wikectricity
Emissions Allocated to the Various End-Use Sectors

The implications of allowing California GHG emissions to rise to such lewgid in the

long term are not entirely certain, principally because the situation depeird/en

how the energy system develops in the rest of the United States and in other countries
over the next several decades. If the adoption of advanced technologies andvalternat
fuels also remains weak throughout the rest of the world, then emissions will cdatinue
rise at a rapid pace, with growth being strongest in developing countriesrdAgrto

the Intergovernmental Panel on Climate Change (IP&@)séessment Report, such
unrestrained emissions growth could ultimately lead to severe climatge;haith

global mean surface air temperatures rising by 1.1 to 6.4 °C (“likely rashgygénding on
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scenario and assumptions) over the course of the century (IPCC, 2007). Based on the
various computer models used to support the IPCC 4AR, warming of the planet is likely

to lead to an increase in the frequency of warm spells, heat waves, andoéWhesatsy

rainfall, as well as sea level rise of 18 to 59 cm. Thyédeal changes will most probably

have a pronouncddcal impact here in California, affecting the state’s economy, natural

and managed ecosystems, and human health and mortality in ways that are hardtto predic

(California Department of Environmental Protection, 2006).

While transportation-related GHG emissions (including both upstream/ tovidiak”
and downstream/“tank-to-wheel” stages) rise considerably in the Re¢e@ase, their
growth is actually slower than total transport sector energy consumpmiriggure 34).
Hence, the average lifecycle carbon intensity of all fuels consumed inrspdrtation
sector decreases, from 82.8 g&a/MJyy in 2005 to 75.1 gCOeq/MJyny in 2050, a
difference of about 10% (Figure 50). Figure 51 shows similar trends for bredsrmed
in the light-duty vehicle subsector. (Remember that because these caebaitied are
calculated on a HHV basis, they are about 7 to 11% lower than if calculated oh a LH
basis.) Increased consumption of natural gas and biofuels is primarily respéosibl
lowering average lifecycle carbon intensities. In particular, gredtlization of biofuels
raises the relative contribution from upstream fuel production processes aadumntsy
lowers the contribution from downstream fuel combustion activities. Intergstinghe
near term ethanol consumption actually increases the average carbonyiofeldd
fuels, at least according to the results of CA-TIMES, which are based on input

assumptions for imported corn and sugar cane ethanol that include significant indirect
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land use change (iLUC) impacts in their carbon intensity values. For examplaathe
lifecycle carbon intensity, including iLUC, of corn ethanol is 121.4 g€@Myny,

while for sugar cane ethanol it is 66.3 g&€/MJyy, assumptions that are based on
CARB (2009b) and Plevin et al. (201).In addition, the total carbon intensity

(including iLUC) of energy crop-derived cellulosic ethanol is assumed to beta muc
smaller 18.4 gC@eqg/Mduy. Of course, in reality, with the LCFS regulations in place, it
is unlikely that biofuels with such high iLUC impacts would ever be used in California
and in the Deep GHG Reduction Scenario described later, these two types ofathanol

actually phased out over time.

3 A median estimate for iLUC of 58.7 gG®q/MJ,.y is assumed for corn ethanol based on Plevin et al.
CARB'’s mean iLUC estimate of 41.5 gg@©q/MJy4y is assumed for sugar cane ethanol from Brazil.
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Average Lifecycle Fuel Carbon Intensity for All Transport Subsectors
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Figure 50 Average Lifecycle Carbon Intensity of AlFuels Consumed in the Transportation Sector
in the Reference Case
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Average Lifecycle Fuel Carbon Intensity for Light-Duty Cars & Trucks
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Figure 51 Average Lifecycle Carbon Intensity of AlFuels Consumed in the Light-Duty Vehicle
Subsector in the Reference Case

11.3.2 Deep GHG Reduction Scenario

The CA-TIMES Deep GHG Reduction Scenario describes the potential development of
California’s energy system over the next several decades in the condestb@él,

political, and economic framework that highly values the threat of climategehboth

within California and in the rest of the U.S. and the world. Hence, individuals, firms, and
governments all make substantial efforts to transition California toward-eddyon

society. As with the Reference Case, one should not misconstrue this scenario as a
prediction of what will happen as a result of strong climate policy, but rash&isingle

vision of whatcouldfeasibly happen, under the large set of technological and policy
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assumptions input to the model. In theory, an infinite number of GHG reduction
scenarios could potentially be developed; however, in order to keep the current analysis
manageable and digestible, only a limited number will be discussed here. lalgartic

first develop and discuss a Deep GHG Reduction Scenario that achieves an 80%
reduction in greenhouse gas emissions below 1990 levels by 2050, with most major
advanced technology and alternative fuel options available to the model (at kbast
sectors that are represented with bottom-up detail). Then, | develop seezesiting
variants of this core scenario, most of which do not actually meet the 80% reduction
target because the availability of key resources and technologiest&llinfine

following sections take an in-depth look at the Deep GHG Reduction Scenario and its

variants.

Notable Modifications of the Reference Case Input Assumptions in Developing phe Dee

GHG Reduction Scenario

Policy is undoubtedly the most important driver of the dramatic energy systesition

that plays itself out in the Deep GHG Reduction Scerfaribhe scenario includes all the
same policies that are present in the Reference Case, as well as adalifiores that

would likely also need to be enacted, if the goal were to drive the energy sysiam &
low-carbon future (Table 31). A few of these policies are already besngsdied, the

most important of which is the so-called “80in50” target, which calls for an 80%
reduction in GHG emissions below 1990 levels by 2050. In reality, this would probably

be achieved by a market mechanism such as a cap-and-trade (i.eqresissiing)

*4 Some might argue that evolving social values, iilczeased environmental consciousness, will be the
most important driver of global change in the fetuWhile this is very much true, | would contehltt
policy is simply the embodiment of society’s cotlge willingness to enact change.
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program or a carbon tax. For simplicity and transparency within the CA-TIMES ,jaode
declining carbon cap constraint is utilized — specifically, a stréimgghtrajectory from

2020 to 2050 is assumed. Other policies included in the Deep GHG Reduction Scenario
are renewable portfolio standard on electricity generation and enégrefy and

emissions standards for end-use sector demand technologies (e.g., cars, @tmiss, he

light bulbs, air conditioners, consumer and household electronic appliances, etc.).

Table 31 Additional Policies Represented in the CAIMES Deep GHG Reduction Scenario

Policies Descriptions
- Reduce GHG emissions to 1990 levels by 2020 8884 below 1990
80% GHG Reduction Goal by levels by 2050. Based on a California ExecutivdediS-3-05. Only

2050 applies to fuel combustion emissions in CA-TIMBSterim emission
targets between 2020 and 2050 are linearly intatpadl
- By 2020, 33% of California electricity generatiomust come from

Renewable Portfolio Standard renewable sources (excluding hydro). Assumedrtmie constant
(RPS) thereafter. Based on Executive Order S-14-08 amtiive Order S-21-
09.

- GHG emissions rate of new model-year light-dutyscand trucks declines
4.5% per annum (on a gG@q per mile basis) between 2017 and 2025.
Based on notices of intent and an interim techrdasabssment by DOT-
NHTSA, EPA-OTAQ, and CARB, which analyzes the fedsy of an

Light-Duty Vehicle GHG annual rate of improvement of 3 to 6% (EPA-DOT-CARB10).
Emission Standards - Light-duty passenger car®New model-year vehicle fleet must achieve 215
(CAFE for 2017-2025) gCOy/mile (41.4 mpg) in 2017, strengthening to 149 g@de (59.8

mpg) in 2025, assumed to remain constant thereafter
- Light-duty passenger truckdNew model-year vehicle fleet must achieve
285 gCQ/mile (31.2 mpg) in 2017, strengthening to 197 gtle (45.1
mpg) in 2025, assumed to remain constant thereafter
- Average annual efficiency improvement of genend-use sector
technologies in the Industrial, Commercial, Resi@dnand Agricultural
sectors. Efficiency gains are over and above thssamed in the
Energy Efficiency Standards for Reference Case, and are technically feasible withyt's technologies.
ICRA Sector Technologies Industrial (0.41% per year); Commercial (0.50% year); Residential
(0.68% per year); Agricultural (0% per year). Bhsa theBaseline —
high efficiencyscenario of McCarthy et al. (2008b) compared & th
Baseline demanscenario.

In addition to policy, the development of the energy system in the Deep GHG Reduction
Scenario depends on the multitude of resource, technology, and demand assumptions that
are input to the CA-TIMES model. These assumptions are for the most part the same in

both the Reference Case and Deep GHG Reduction Scenario. However, in some
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important instances, they are quite different. The following discussion astémnpt

summarize the key areas where the inputs diverge.

Electric Generation Sector

The following two tables summarize the cost and efficiency assumptions ofthe C
TIMES model in the Deep GHG Reduction Scenario. The values, which are notably
more optimistic than in the Reference Case, are drawn from the ElAi&tgdvodule
Assumptions to the AEO2010 (EIA, 2010a). More specifically, | utilize a combmafi
the assumptions used for the EIA'sw Fossil Technology Cost Cas®w Nuclear Cost
Case andLow Renewable Technology Cost Cakmderlying these cases is a storyline
where strong policy and R&D efforts lead to significant technological aégzand
progress along the cost curves for various energy technologies. In other woRkgphe
GHG Reduction Scenario exogenously assumes greater technologicalgeham in the
Reference Case, namely because energy R&D (for both fossil and loanrcar
technologies) is given much higher priority in a future world where energy ianatel
become much higher priorities than they are today. These cost reductions aewlcgffic
improvements are achieved for free within the context of the simplified IVA=S

model (since endogenous technological learning and a top-down macro-economic model
are not utilized); though to be sure, these gains would not be achieved for fredyn reali
give that there are very real costs to R&D spending on the part of public and private

entities.
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Combined with caps on greenhouse gas emissions, and thus a strong carbon price, and
various other energy and environmental policies, the advanced power plant technologies
naturally become increasingly attractive. Specifically, the imvest costs for coal,

natural gas, nuclear, and renewable power plants are 10% lower than in tiemétefe

Case in 2010, and they fall to 25% below Reference Case levels in 2035 and beyond.
The cost distribution among the various power plant technologies does not change
markedly in the Deep GHG Reduction Scenario compared to the Reference Case:
renewables and other advanced technologies (e.g., coal and natural gas with CCS
continue to be more expensive than conventional fossil thermal technologies. Therefore,
the main effect is increasing the attractiveness of electriciiy &nd-use fuel and

reducing the cost of electricity produced by renewables and other advapesaty

power plants. Lastly, all fixed and variable O&M costs and power planiegities in

the Deep GHG Reduction Scenario are assumed to be the same as in the Refeeence Ca
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Table 32 Investment Cost Assumptions for New Powd?lants in the Deep GHG Reduction Scenario

Investment Costs for New Power Plants ($/kW)
(Notes: Costs are interpolated between the data years shown.)
2005 2015 2035 2050

Natural Gas Combustion (Gas) Turbine (NGGT) 685 648 388 388
Advanced Natural Gas Combustion (Gas) Turbine (NGGT) 648 608 339 339
Natural Gas Combined-Cycle (NGCC) 984 931 559 559
Advanced Natural Gas Combined-Cycle (NGCC) 968 913 524 524
Advanced Natural Gas Combined-Cycle (NGCC), w/CCS 1,932 1,787 893 893
Coal Steam 2,223 2,104 1,261 1,261
Advanced Coal Int. Gasif. Combined-Cycle (IGCC) 2,569 2,408 1,372 1,372
Advanced Coal Int. Gasif. Combined-Cycle (IGCC), w/ CCS 3,776 3,499 1,807 1,807
Biomass IGCC (Forest Residues) 7,698 7,257 4,165 4,165
Biomass IGCC (Municipal Solid Waste, Mixed) 7,698 7,257 4,165 4,165
Biomass IGCC (Municipal Solid Waste, Paper) 7,698 7,257 4,165 4,165
Biomass IGCC (Municipal Solid Waste, Wood) 7,698 7,257 4,165 4,165
Biomass IGCC (Municipal Solid Waste, Yard) 7,698 7,257 4,165 4,165
Biomass IGCC (Orchard and Vineyard Waste) 7,698 7,257 4,165 4,165
Biomass IGCC (Pulpwood) 7,698 7,257 4,165 4,165
Biomass IGCC (Agricultural Residues, Stovers/Straws) 7,698 7,257 4,165 4,165
Biomass IGCC (Energy Crops) 7,698 7,257 4,165 4,165
Biogas from Landfills and Animal Waste Digesters 5,199 4,901 2,813 2,813
Geothermal, in California 3,498 3,298 1,893 1,893
Geothermal, in Western U.S. Outside California 3,498 3,298 1,893 1,893
Hydroelectric, Conventional 4,583 4,959 3,303 3,303
Hydroelectric, Reversible (Pumped Storage) 2,291 2,480 1,652 1,652
Wind, Lower Class Resources in CA 3,931 3,706 2,127 2,127
Wind, Higher Class Resources in CA 3,931 3,706 2,127 2,127
Wind, Lower Class Resources in Western U.S. Outside CA 3,931 3,706 2,127 2,127
Wind, Higher Class Resources in Western U.S. Outside CA 3,931 3,706 2,127 2,127
Wind, Offshore 7,874 7,423 4,260 4,260
Solar Thermal, in CA 8,725 8,225 5,554 5,554
Solar Thermal, in Western U.S. Outside CA 8,725 8,225 5,554 5,554
Solar Photovoltaic 10,491 9,890 6,678 6,678
Molten Carbonate Fuel Cell 9,313 8,779 5,928 5,928
Tidal and Ocean Energy 14,667 12,633 8,567 6,667
Generic Distributed Generation — Baseload 1,400 1,320 758 758
Generic Distributed Generation — Peak 1,681 1,585 910 910
Nuclear, Conventional Light Water Reactors (LWR) 3,820 3,470 1,872 1,872
Nuclear, Pebble-Bed Modular Reactor (PBMR) 3,316 3,012 1,625 1,625
Nuclear, Gas Turbine - Modular Helium Reactor (GT-MHR) 2,977 2,704 1,459 1,459




Table 33 Efficiency Assumptions for New Power Pldas in the Deep GHG Reduction Scenario

New Power Plant Efficiencies (%)

(Notes: For non-geothermal and non-biomass renewables, efficiencies are assumed to be similar
to an average fossil-thermal plant. Efficiences are interpolated between the data years shown.)

2005 2035 2055
Natural Gas Combustion (Gas) Turbine (NGGT) 31.6% 32.7% 32.7%
Advanced Natural Gas Combustion (Gas) Turbine (NGGT) 36.7% 39.9% 39.9%
Natural Gas Combined-Cycle (NGCC) 47.4% 50.2% 50.2%
Advanced Natural Gas Combined-Cycle (NGCC) 50.5% 53.9% 53.9%
Advanced Natural Gas Combined-Cycle (NGCC), w/CCS 39.6% 45.5% 45.5%
Coal Steam 37.1% 39.0% 39.0%
Advanced Coal Int. Gasif. Combined-Cycle (IGCC) 38.9% 45.8% 45.8%
Advanced Coal Int. Gasif. Combined-Cycle (IGCC), w/ CCS 31.6% 41.1% 41.1%
Biomass IGCC (Forest Residues) 36.1% 43.9% 43.9%
Biomass IGCC (Municipal Solid Waste, Mixed) 36.1% 43.9% 43.9%
Biomass IGCC (Municipal Solid Waste, Paper) 36.1% 43.9% 43.9%
Biomass IGCC (Municipal Solid Waste, Wood) 36.1% 43.9% 43.9%
Biomass IGCC (Municipal Solid Waste, Yard) 36.1% 43.9% 43.9%
Biomass IGCC (Orchard and Vineyard Waste) 36.1% 43.9% 43.9%
Biomass IGCC (Pulpwood) 36.1% 43.9% 43.9%
Biomass IGCC (Agricultural Residues, Stovers/Straws) 36.1% 43.9% 43.9%
Biomass IGCC (Energy Crops) 36.1% 43.9% 43.9%
Biogas from Landfills and Animal Waste Digesters 25.0% 25.0% 25.0%
Geothermal, in California 10.3% 11.3% 11.3%
Geothermal, in Western U.S. Outside California 10.3% 11.3% 11.3%
Hydroelectric, Conventional 34.5% 34.5% 34.5%
Hydroelectric, Reversible (Pumped Storage) 77.5% 77.5% 77.5%
Wind, Lower Class Resources in CA 34.5% 34.5% 34.5%
Wind, Higher Class Resources in CA 34.5% 34.5% 34.5%
Wind, Lower Class Resources in Western U.S. Outside CA 34.5% 34.5% 34.5%
Wind, Higher Class Resources in Western U.S. Outside CA 34.5% 34.5% 34.5%
Wind, Offshore 34.5% 34.5% 34.5%
Solar Thermal, in CA 34.5% 34.5% 34.5%|
Solar Thermal, in Western U.S. Outside CA 34.5% 34.5% 34.5%
Solar Photovoltaic 34.5% 34.5% 34.5%|
Molten Carbonate Fuel Cell 43.0% 49.0% 49.0%
Tidal and Ocean Energy 34.5% 34.5% 34.5%
Generic Distributed Generation — Baseload 37.7% 38.3% 38.3%
Generic Distributed Generation — Peak 33.9% 34.5% 34.5%

New Nuclear Plant Efficiencies (tonnes enriched uranium per PJ electricity)
(Notes: Efficiences are interpolated between the data years shown.)

2005 2035 2055
Nuclear, Conventional Light Water Reactors (LWR) 0.65 0.65 0.65
Nuclear, Pebble-Bed Modular Reactor (PBMR) 0.36 0.36 0.36
Nuclear, Gas Turbine - Modular Helium Reactor (GT-MHR) 0.22 0.22 0.22

206
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Supply Sector

Exogenously specified resource price trajectories for crude oil, natsradmgh coal are

lower in the Deep GHG Reduction Scenario than in the Reference Case. Up until 2015,
the price paths are the same, but eventually there is a divergence in the two, whic
actually becomes quite pronounced in the later time periods, especially foodrude
(compare Figure 52 with Reference Case Figure 25). The reason for ¢d@siéfifel

prices is that, in a less carbon-intensive world (where other U.S. states antesarst

also trying to significantly reduce their GHG emissions), the demaratdde oil,

natural gas, and coal will likely be lower than in a BAU future; therefossjl prices are
likely to fall. At least, this is the storyline underlying BeUE Mapscenario of the

IEA’s Energy Technology Perspective (ETP) 2010 study, which envisions a 50%
reduction in global energy-related g@missions below 2005 levels by 2050. In support
of this worldwide effort, the IEA estimates that energy-related €@fissions in the U.S.

and other industrialized nations would have to be reduced by about 80% over this
timeframe, implying concomitant reductions in fossil energy consumptiomafsathe

same magnitud®€. The fossil fuel price projections that | have assumed in the CA-
TIMES Deep GHG Reduction Scenario are largely based on the IEA’s BLUE Map
scenarid® As shown in Figure 52, crude oil and natural gas prices increase over the next

few years before leveling out at roughly constant values until 2035. Prices then drop

“5 See Chapter 9 of the IEA’s 2010 Energy TechnoPesspectives report for a U.S.-focused analysis in
both BAU and deep GHG reduction scenarios.

“ Technically, the fossil fuel price projectionstbé Deep GHG Reduction Scenario are developedty fi
calculating the price reductions assumed in thedBA UE Map scenario versus their BAU Reference
Case, and then second by applying the reductidwsriat each year to the Reference Case fossilpiied
projections of the EIA’'s AEO2010. The reason feing the EIA projections as a basis is because thei
numbers are more specific, and arguably more agykc to the U.S. context.
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considerably until 2050 as the world shifts away from fossil fuels to lower-carbon

options.

Exogenous Fossil Fuel Price Projections - Deep GHG Reduction Scenario
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Figure 52 Exogenous Fossil Fuel Price Projections the Deep GHG Reduction Scenario

All other supply sector assumptions and data sources are the same as ierthiecBef
Case. This includes the biomass supply curves and investment cost and efficiency
assumptions for petroleum refineries and cellulosic ethanol, biodiesel, ggrbig-oil,

FT poly-generation, and hydrogen production plants (see Section 11.2.3 above).

Transportation Sector
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Projections of transportation demand (e.g., in vehicle-miles, passengsr-ton-miles,
vessel-miles, hours of operation, and so on) in the Deep GHG Reduction Scenario are
exogenously specified modifications of the demands in the Reference Casertdior c
transport subsectors and segments, these demands are assumed to be higfar, while
others they are lower. In the light-duty sector, for instance, lower derasmdensistent
with a low-carbon scenario storyline. Specifically, | assume thataaf strong travel
demand management (TDM) policies dealing with transit, land use, and auto pricing
(e.g., road, cordon, and parking pricing; fuel taxes; and pay-as-you-go ireucanto
feasibly reduce VMT 7% (18/21/24%) below Reference Case levels by 2020
(2030/2040/2050). Such VMT reduction potential has been estimated by both Cowart
(2008b) and Rodier (2009). In addition, the Deep GHG Reduction Scenario assumes a
gradual shift in consumer preferences away from light-duty trucks and togfardility
cars?’ Starting from their approximate share of total light-duty vehicle VMT of 58% i
2005, cars are assumed to obtain 55% market share in 2020, 65% in 2030, 70% in 2040,
and 75% in 2050. (Compare this to the Reference Case, for which the light-duty car
market share is projected to be 51% in 2020, 56% in 2030, 60% in 2040, and 65% in
2050.) Contingent upon these assumptions, the light-duty VMT projections of the Deep

GHG Reduction Scenario are shown in Figure 53 (compare to Reference giase?f).

" One could imagine this shift occurring for a numbkreasons, e.g., high and sustained energysprice
greater environmental consciousness among sotiety,oming of age of a new generation of drivers fo
whom “bigger isnotalways better”; and/or a preference for smalldricles as urban and suburban spaces
become denser and more crowded. Of course, tfieeshld also happen the other way (toward lightydu
trucks), but this outcome would not be entirelysistent with the low-carbon scenario storyline sioried
here.
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Light-Duty Car and Truck VMT Projections in the Deep GHG Reduction Scenario
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Figure 53 Light-Duty Car and Truck VMT Projections in the Deep GHG Reduction Scenario

If transit, land use, and auto pricing policies are the driving force behingthallity

VMT reductions assumed above, then one would naturally expect the projected future
demands for bus and rail transit to rise gradually over time, as they subetitinijgs not

taken by private motor vehicles. For this reason, the Deep GHG Reduction &cenari
assumes greater demand for urban transit bus VMT and commuter, heavy, and light rail
PMT in the future. More specifically, | assume that one out of every ten vehiele-

lost by LDVs is shifted to either bus or rail transit. This is not to say thabwna every

ten people, who decide not to drive, end up shifting their mode of travel to bus or rail, but
rather the 1/10 factor accounts for the greater occupancy levels that transit vetddles ¢

accommodate (at reasonably high transit ridership levels). Therefore, novekle-
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mile of travel that is lost by LDVs is actually gained by bus or raiidit. In fact, some
of the VMT would, in effect, disappear, as improved land use patterns and more densely
populated cities would allow for shorter trip distances and/or the avoidance oizedtor

trips in general (i.e., greater number of bike and walk trips).

For all other transport subsectors/segments, the future-year demandsdsstia Deep

GHG Reduction Scenario are the same as in the Reference Case (seellS28).

The cost and efficiency assumptions for certain transportation technologadsaare
modified in the Deep GHG Reduction Scenario, most notably for light-duty cars and
trucks. As in the Reference Case, the LDV input values are largely basededA’'the
AEO2010 assumptions and projections; however, in this instance | use the-HgjA’s
Technology Casassumptions for light-duty vehicles as a basis for the CA-TIMES
technology characterizations (EIA, 2010a, c). This generally has tl effeducing

the costs of ICEs and HEVs by a small amount, while for BEVs, PHEVs, and F@Vs, t
differences are much larger. For example, whereas in the Referercth€asst of
lithium-ion batteries is assumed to level out at $500/kWh by 2030, the Deep GHG
Reduction Scenario assumes a drop to a much lower $196/kWh by the same year.
Similarly, in the Deep GHG Reduction Scenario | assume that fuel cell coptsodr
$55/kW by 2030 and are held constant thereafter, well ahead of the Referencestase
trajectory, which assumes that fuel cell costs are still $139/kW in 2030 and do ot reac
$55/kW until 2050. Efficiency assumptions are also slightly more optimistic in th's EIA

High Technology Case and, thus, in the Deep GHG Reduction Scenario. The following
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few tables summarize the investment cost and efficiency assumptions fatutgldars
and trucks in the Deep GHG Reduction Scenario. (These can be compared to Referenc

Case Table 24 and the several tables that come after it.)

Table 34 Investment Cost Assumptions for New LighDuty Cars in the Deep GHG Reduction
Scenario

Investment Costs for New Light-Duty Cars ($/vehicle)
(Note: Missing data value indicates that technology is not available in given year.)
2005 2010 2015 2020 2025 2030 2035 2040 2045 2050 2055

Gasoline ICE 25,775] 25,924| 26,141 26,544| 26,648 26,809] 26,990, 26,990| 26,990/ 26,990 26,990
Gasoline ICE (Moderate Eff.) 26,531] 26,681] 26,898 27,300| 27,404 27,565| 27,746| 27,746| 27,746| 27,746| 27,746
Gasoline ICE (Advanced Eff.) 27,288| 27,437| 27,654 28,057| 28,160, 28,322| 28,502| 28,502| 28,502| 28,502| 28,502
Gasoline HEV 29,352] 29,239] 28,586, 28,726| 28,568 28,575| 28,650, 28,650 28,650/ 28,650 28,650
E85 Flex Fuel ICE 26,150] 26,299| 26,513| 26,918| 27,019] 27,178 27,357 27,357, 27,357| 27,357 27,357

E85 Flex Fuel ICE (Moderate Eff.) 26,906 27,055| 27,269, 27,674] 27,776| 27,934| 28,114 28,114| 28,114| 28,114 28,114
E85 Flex Fuel ICE (Advanced Eff.) 27,663] 27,812| 28,026| 28,430] 28,532 28,691| 28,870, 28,870, 28,870/ 28,870/ 28,870

E85 Flex Fuel HEV 29,727] 29,613| 28,958 29,099| 28,940, 28,944| 29,017 29,017 29,017 29,017 29,017
Diesel ICE 31,220 31,352| 30,252 29,906] 29,522| 29,671] 29,953| 29,953| 29,953| 29,953 29,953
Diesel HEV =] --| 28,856] 28,856| 28,664| 28,652| 28,685 28,685 28,685 28,685 28,685
Gasoline PHEV10 32,218 32,218] 32,218 30,658| 29,143| 29,150| 29,225| 29,225| 29,225| 29,225 29,225
Gasoline PHEV30 44,233 44,233| 44,233| 37,876 32,896 32,902| 32,977| 32,977 32,977\ 32)977| 32,977
Gasoline PHEV40 50,179 50,179] 50,179| 41,388] 34,620, 34,626| 34,702| 34,702] 34,702| 34,702 34,702
Gasoline PHEV60 62,082 62,082| 62,082 48,432] 38,099 38,105 38,180 38,180 38,180| 38,180 38,180
E85 Flex Fuel PHEV10 32,590 32,590{ 32,590, 31,031} 29,515 29,519] 29,593] 29,593| 29,593| 29,593| 29,593
E85 Flex Fuel PHEV30 44,605 44,605] 44,605 38,249| 33,267 33,271| 33,345] 33,345| 33,345 33,345] 33,345
E85 Flex Fuel PHEV40 50,550| 50,550{ 50,550/ 41,762] 34,992 34,996] 35,069] 35,069 35,069| 35,069 35,069
E85 Flex Fuel PHEV60 62,454| 62,454| 62,454 48,806| 38,470, 38,474| 38,548 38,548| 38,548| 38,548| 38,548
Diesel PHEV10 30,788] 30,788| 30,788 30,788| 29,239 29,227| 29,260] 29,260] 29,260/ 29,260| 29,260
Diesel PHEV30 38,006 38,006/ 38,006/ 38,006 32,991] 32,979] 33,013] 33,013 33,013| 33,013| 33,013
Diesel PHEV40 41,518 41,518| 41,518| 41,518| 34,715 34,703 34,737| 34,737 34,737 34,737| 34,737
Diesel PHEV60 48,562| 48,562| 48,562] 48,562| 38,194| 38,182 38,216] 38,216/ 38,216 38,216] 38,216
Battery-Electric 77,838| 72,673| 67,548 69,711| 61,111 54,625 54,409| 54,409 54,409| 54,409| 54,409
Hydrogen Fuel Cell =] --| 68,962] 58,725| 50,359] 43,112| 39,171} 39,171] 39,171| 39,171] 39,171

Gasoline Fuel Cell -- -- - -- - - - - . - -
Methanol Fuel Cell -- = = = - - - - - - .
Dedicated Ethanol ICE --| = -a - - - -] - - - -

Natural Gas ICE 33,400 33,541 33,693| 34,093 34,195 34,387| 34,629 34,629| 34,629 34,629 34,629
Natural Gas Bi-Fuel ICE 32,065 32,211 32,384 32,766| 32,880| 33,075| 33,320 33,320] 33,320/ 33,320 33,320
LPG ICE = = = = = = = = = = =

LPG Bi-Fuel ICE 31,104 31,253] 31,470, 31,873] 31,976] 32,138 32,318 32,318 32,318 32,318| 32,318
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Table 35 Investment Cost Assumptions for New LighDuty Trucks in the Deep GHG Reduction
Scenario

Investment Costs for New Light-Duty Trucks ($/vehicle)
(Note: Missing data value indicates that technology is not available in given year.)
2005 2010 2015 2020 2025 2030 2035 2040 2045 2050 2055

Gasoline ICE 34,084| 34,207] 34,609 34,927 35,074, 35,276 35,521} 35,521 35,521| 35,521 35,521
Gasoline ICE (Moderate Eff.) 35,263| 35,386| 35,788 36,106| 36,253| 36,455 36,700/ 36,700, 36,700| 36,700/ 36,700
Gasoline ICE (Advanced Eff.) 36,442 36,565| 36,967, 37,285 37,432 37,634, 37,879 37,879 37,879| 37,879| 37,879
Gasoline HEV 38,276| 38,123| 37,576] 37,398| 37,194 37,267 37,401] 37,401 37,401| 37,401 37,401
E85 Flex Fuel ICE 34,535] 34,657| 35,057 35,372| 35,517 35,716] 35,958 35,958 35,958| 35,958 35,958

E85 Flex Fuel ICE (Moderate Eff.) 35,714] 35,836] 36,236] 36,551| 36,696 36,895 37,137 37,137 37,137 37,137| 37,137
E85 Flex Fuel ICE (Advanced Eff.) 36,893| 37,015 37,415 37,730] 37,875 38,074| 38,316| 38,316 38,316| 38,316/ 38,316

E85 Flex Fuel HEV 38,726] 38,573| 38,024 37,843| 37,636 37,707, 37,838 37,838 37,838 37,838 37,838
Diesel ICE 42,334) 42,441| 40,408] 40,442] 40,221| 40,185 40,457] 40,457 40,457| 40,457| 40,457
Diesel HEV =] == - 37,499| 37,259, 37,306| 37,379\ 37,379 37,379| 37,379 37,379
Gasoline PHEV10 37,769] 37,769| 37,769 37,769| 37,769 37,842| 37,976| 37,976| 37,976| 37,976| 37,976
Gasoline PHEV30 41,521 41,521] 41,521] 41,521] 41,521 41,595| 41,729| 41,729 41,729 41,729| 41,729
Gasoline PHEV40 43,245 43,245] 43,245| 43,245 43,245 43,319| 43,453| 43,453| 43,453| 43,453| 43,453
Gasoline PHEV60 46,724) 46,724| 46,724| 46,724| 46,724 46,798 46,932] 46,932 46,932 46,932| 46,932
E85 Flex Fuel PHEV10 38,211] 38,211 38,211 38,211 38,211 38,283| 38,413] 38,413 38,413| 38,413| 38,413
E85 Flex Fuel PHEV30 41,964, 41,964] 41,964 41,964] 41,964] 42,035| 42,166] 42,166 42,166| 42,166| 42,166
E85 Flex Fuel PHEV40 43,688 43,688| 43,688 43,688 43,688 43,759 43,890] 43,890 43,890, 43,890 43,890
E85 Flex Fuel PHEV60 47,167, 47,167| 47,167 47,167| 47,167 47,238 47,369| 47,369 47,369 47,369 47,369
Diesel PHEV10 37,834 37,834] 37,834 37,834 37,834, 37,881 37,954 37,954| 37,954| 37,954| 37,954
Diesel PHEV30 41,587| 41,587| 41,587 41,587 41,587| 41,634| 41,707 41,707 41,707, 41,707| 41,707
Diesel PHEV40 43,311] 43,311] 43,311] 43,311] 43,311f 43,358 43,431] 43,431| 43,431 43,431] 43,431
Diesel PHEV60 46,790 46,790| 46,790| 46,790| 46,790 46,837| 46,910] 46,910 46,910, 46,910 46,910
Battery-Electric 98,179] 90,892| 82,851 87,325 79,138 71,814 71,888 71,888 71,888 71,888 71,888
Hydrogen Fuel Cell =] --| 74,505| 63,214 53,687 45,526] 40,813] 40,813| 40,813| 40,813| 40,813

Gasoline Fuel Cell -- -- - -- - - - - - - -
Methanol Fuel Cell -- = = = - - - - . - .
Dedicated Ethanol ICE --| - -a - - - | - - - -

Natural Gas ICE 33,503] 33,584 34,022] 34,421] 34,513] 34,640 34,807 34,807, 34,807| 34,807| 34,807
Natural Gas Bi-Fuel ICE 32,604| 32,687| 33,114] 33,491] 33,580, 33,709| 33,894 33,894| 33,894| 33,894| 33,894
LPG ICE =] == = == =] == =] == = = =]
LPG Bi-Fuel ICE 31,269 31,361] 31,814 32,254] 32,359 32,490| 32,656| 32,656 32,656/ 32,656/ 32,656

Table 36 Fuel Economy Assumptions for New Light-Diy Cars, All Except PHEVs in the Deep GHG
Reduction Scenario

New Vehicle Fuel Economy (mpgge) - All Except PHEVs
(Note: Fuel economies correspond to "test-cycle values, not on-road. Missing data value indicates that technology is not available in given year.)
2005 2010 2015 2020 2025 2030 2035 2040 2045 2050 2055

Gasoline ICE 31.2 31.5 34.6 37.4 38.5 39.5 41.1 41.1 41.1 41.1 41.1
Gasoline ICE (Moderate Eff.) 35.3 35.7 39.1 42.3 43.5 44.7 46.4 46.4] 46.4 46.4 46.4
Gasoline ICE (Advanced Eff.) 40.6 41.0 45.0 48.6 50.1 51.4 53.4 53.4 534 53.4 53.4
Gasoline HEV 45.1 44.9 48.4 51.6 53.2 54.3 55.5 55.5 55.5 55.5 55.5
E85 Flex Fuel ICE 31.5 31.9 34.9 37.8 38.9 39.9 41.5 41.5 41.5 41.5 41.5
E85 Flex Fuel ICE (Moderate Eff.) 35.3 35.7 39.1 42.3 43.5 44.7 46.4 46.4] 46.4 46.4 46.4
E85 Flex Fuel ICE (Advanced Eff.) 40.6 41.0 45.0 48.6 50.1 51.4 53.4 53.4 534 53.4 53.4
E85 Flex Fuel HEV 45.1 44.9 48.4 51.6 53.2 54.3 55.5 55.5 55.5 55.5 55.5
Diesel ICE 39.2 39.5 42.2 45.0 46.0 46.2 45.4 45.4] 45.4 45.4 45.4
Diesel HEV - - 59.6 59.3 60.5 61.2 61.5 61.5 61.5 61.5 61.5
Battery-Electric 91.1 86.8 100.0 121.2 142.5 142.2 141.3 141.3 141.3 141.3 141.3
Hydrogen Fuel Cell 74.9 75.7 83.1 89.7 92.4 94.8 98.6 98.6 98.6 98.6 98.6
Gasoline Fuel Cell --| - - - --| - --| - -- - --
Methanol Fuel Cell -- -- -- -- - -- - -- - -- -
Dedicated Ethanol ICE -- -- -- -- -- -- -- -- -- -- -
Natural Gas ICE 33.2 33.4 37.0 40.4] 42.1 43.0] 43.9 43.9 43.9 43.9 43.9
Natural Gas Bi-Fuel ICE 30.8 31.0 34.3 37.4 39.0 40.0 41.0 41.0 41.0 41.0 41.0
LPG ICE -] - - - -] - -] - - - |
LPG Bi-Fuel ICE 31.2 31.5 34.6 37.4 38.5 39.5 41.1 41.1 41.1 41.1 41.1
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Table 37 Fuel Economy Assumptions for New Light-Dy PHEV Cars in the Deep GHG Reduction
Scenario

New Plug-in Hybrid Vehicle Fuel Economy (mpgge)
(Note: Fuel economies correspond to "test-cycle values, not on-road. Missing data value indicates that technology is not available in given year.)
2005 2010 2015 2020 2025 2030 2035 2040 2045 2050 2055
Charge-Sustaining Mode
Gasoline PHEV10 45.1 44.9 48.4 51.6 53.2 54.3 55.5 55.5 55.5 55.5 55.5
Gasoline PHEV30 45.1 44.9 48.4 51.6 53.2 54.3 55.5 55.5 55.5 55.5 55.5
Gasoline PHEV40 45.1 44.9 48.4 51.6 53.2 54.3 55.5 55.5 55.5 55.5 55.5
Gasoline PHEV60 45.1 44.9 48.4 51.6 53.2 54.3 55.5 55.5 55.5 55.5 55.5
E85 Flex Fuel PHEV10 45.1 44.9 48.4 51.6 53.2 54.3 55.5 55.5 55.5 55.5 55.5
E85 Flex Fuel PHEV30 45.1 44.9 48.4 51.6 53.2 54.3 55.5 55.5 55.5 55.5 55.5
E85 Flex Fuel PHEV40 45.1 44.9 48.4 51.6 53.2 54.3 55.5 55.5 55.5 55.5 55.5
E85 Flex Fuel PHEV60 45.1 44.9 48.4 51.6 53.2 54.3 55.5 55.5 55.5 55.5 55.5
Diesel PHEV10 -- - 59.6 59.3 60.5 61.2 61.5 61.5 61.5 61.5 61.5
Diesel PHEV30 - - 59.6 59.3 60.5 61.2 61.5 61.5 61.5 61.5 61.5
Diesel PHEV40 == - 59.6 59.3 60.5 61.2 61.5 61.5 61.5 61.5 61.5
Diesel PHEV60 -- - 59.6 59.3 60.5 61.2 61.5 61.5 61.5 61.5 61.5
Charge-Depleting Mode

Gasoline PHEV10 158.7| 158.2 157.2 175.0] 197.6| 227.4 227.4] 227.4 227.4 227.4 227.4]
Gasoline PHEV30 156.9] 156.3 155.4 170.5 189.2 212.7 212.7 212.7 212.7 212.7 212.7
Gasoline PHEV40 156.9 156.3 155.4 170.5 189.2 208.8 208.8 208.8 208.8 208.8 208.8
Gasoline PHEV60 155.3 154.8 153.8 166.8 182.4] 201.4 201.4] 201.4 201.4 201.4 201.4]
E85 Flex Fuel PHEV10 158.7| 158.2 157.2 175.0; 197.6) 227.4 227.4] 227.4 227.4 227.4 227.4]
E85 Flex Fuel PHEV30 156.9] 156.3 155.4 170.5 189.2 212.7 212.7 212.7 212.7 212.7 212.7
E85 Flex Fuel PHEV40 156.9 156.3 155.4 170.5 189.2 208.8 208.8 208.8 208.8 208.8 208.8
E85 Flex Fuel PHEV60 155.3 154.8 153.8 166.8 182.4] 201.4 201.4] 201.4 201.4 201.4 201.4]
Diesel PHEV10 -- - 157.2 175.0 197.6| 227.4 227.4] 227.4 227.4 227.4 227.4]
Diesel PHEV30 -- - 155.4 170.5 189.2 212.7 212.7 212.7 212.7 212.7 212.7
Diesel PHEV40 -] - 155.4 170.5 189.2 208.8 208.8 208.8 208.8 208.8 208.8
Diesel PHEV60 -] - 153.8 166.8 182.4] 201.4 201.4] 201.4 201.4 201.4 201.4]

Table 38 Fuel Economy Assumptions for New Light-Diy Trucks, All Except PHEVs in the Deep
GHG Reduction Scenario

New Vehicle Fuel Economy (mpgge) - All Except PHEVs
(Note: Fuel economies correspond to "test-cycle values, not on-road. Missing data value indicates that technology is not available in given year.)
2005 2010 2015 2020 2025 2030 2035 2040 2045 2050 2055

Gasoline ICE 22.5 22.5 24.6 27.2 29.0 30.2 31.5 315 315 315 315
Gasoline ICE (Moderate Eff.) 26.0 26.0 28.4 314 335 34.9 36.4 36.4 36.4 36.4 36.4
Gasoline ICE (Advanced Eff.) 30.8 30.7 33.6 37.1 39.6 41.3 43.1 43.1 431 43.1 43.1
Gasoline HEV 32.6 324 35.3 38.1 40.2 41.6 42.6 42.6 42.6 42.6 42.6
E85 Flex Fuel ICE 22.8 22.7 24.9 27.4 29.3 30.5 31.8 31.8 31.8 31.8 31.8
E85 Flex Fuel ICE (Moderate Eff.) 26.0 26.0 28.4 314 335 34.9 36.4 36.4 36.4 36.4 36.4
E85 Flex Fuel ICE (Advanced Eff.) 30.8 30.7 33.6 37.1 39.6 41.3 43.1 43.1 43.1 43.1 43.1
E85 Flex Fuel HEV 32.6 324 35.3 38.1 40.2 41.6 42.6 42.6 42.6 42.6 42.6
Diesel ICE 28.4 28.2 30.0 32.0 33.2 34.0 34.5 34.5 345 34.5 34.5
Diesel HEV 41.2 41.2 41.2 41.2 42.2 43.2 43.7 43.7 43.7 43.7 43.7
Battery-Electric 51.7 53.4 63.3 77.4 91.4 91.1 90.7 90.7 90.7 90.7 90.7
Hydrogen Fuel Cell 54.1 54.1 59.1 65.2 69.6 72.5 75.7 75.7 75.7 75.7 75.7
Gasoline Fuel Cell -- -- -- -- -- -- -- -- -- -- -
Methanol Fuel Cell -- -- -- -- -- -- - -- - -- -
Dedicated Ethanol ICE -- -- -- -- - -- -- -- -- -- -
Natural Gas ICE 25.7 25.6 27.8 30.4 31.8 32.9 34.1 34.1 34.1 34.1 34.1
Natural Gas Bi-Fuel ICE 23.9 23.7 25.7 28.1 29.4 30.4 31.6 31.6 31.6 31.6 31.6
LPG ICE -] - - - -] - -] - - - |
LPG Bi-Fuel ICE 23.9 23.8 26.2 29.6 31.6 32.9 34.1 34.1 34.1 34.1 34.1
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Table 39 Fuel Economy Assumptions for New Light-Dy PHEV Trucks in the Deep GHG
Reduction Scenario

New Plug-in Hybrid Vehicle Fuel Economy (mpgge)
(Note: Fuel economies correspond to "test-cycle values, not on-road. Missing data value indicates that technology is not available in given year.)
2005 2010 2015 2020 2025 2030 2035 2040 2045 2050 2055
Charge-Sustaining Mode
Gasoline PHEV10 32.6 324 35.3 38.1 40.2 41.6 42.6 42.6 42.6 42.6 42.6
Gasoline PHEV30 32.6 324 35.3 38.1 40.2 41.6 42.6 42.6 42.6 42.6 42.6
Gasoline PHEV40 32.6 324 35.3 38.1 40.2 41.6 42.6 42.6 42.6 42.6 42.6
Gasoline PHEV60 32.6 324 35.3 38.1 40.2 41.6 42.6 42.6 42.6 42.6 42.6
E85 Flex Fuel PHEV10 32.6 324 35.3 38.1 40.2 41.6 42.6 42.6 42.6 42.6 42.6
E85 Flex Fuel PHEV30 32.6 324 35.3 38.1 40.2 41.6 42.6 42.6 42.6 42.6 42.6
E85 Flex Fuel PHEV40 32.6 324 35.3 38.1 40.2 41.6 42.6 42.6 42.6 42.6 42.6
E85 Flex Fuel PHEV60 32.6 324 35.3 38.1 40.2 41.6 42.6 42.6 42.6 42.6 42.6
Diesel PHEV10 41.2 41.2 41.2 41.2 42.2 43.2 43.7 43.7 43.7 43.7 43.7
Diesel PHEV30 41.2 41.2 41.2 41.2 42.2 43.2 43.7 43.7 43.7 43.7 43.7
Diesel PHEV40 41.2 41.2 41.2 41.2 42.2 43.2 43.7 43.7 43.7 43.7 43.7
Diesel PHEV60 41.2 41.2 41.2 41.2 42.2 43.2 43.7 43.7 43.7 43.7 43.7
Charge-Depleting Mode

Gasoline PHEV10 158.1 158.1 158.1 158.1 158.1 183.0 183.0 183.0 183.0 183.0 183.0
Gasoline PHEV30 151.3 151.3 151.3 151.3 151.3 171.2 171.2 171.2 171.2 171.2 171.2
Gasoline PHEV40 151.3 151.3 151.3 151.3 151.3 168.1 168.1 168.1 168.1 168.1 168.1
Gasoline PHEV60 145.9] 145.9 145.9 145.9 145.9] 162.1 162.1 162.1 162.1 162.1 162.1
E85 Flex Fuel PHEV10 158.1 158.1 158.1 158.1 158.1 183.0 183.0 183.0 183.0 183.0 183.0
E85 Flex Fuel PHEV30 151.3 151.3 151.3 151.3 151.3 171.2 171.2 171.2 171.2 171.2 171.2
E85 Flex Fuel PHEV40 151.3 151.3 151.3 151.3 151.3 168.1 168.1 168.1 168.1 168.1 168.1
E85 Flex Fuel PHEV60 145.9] 145.9 145.9 145.9 145.9] 162.1 162.1 162.1 162.1 162.1 162.1
Diesel PHEV10 158.1 158.1 158.1 158.1 158.1 183.0 183.0 183.0 183.0 183.0 183.0
Diesel PHEV30 151.3 151.3 151.3 151.3 151.3 171.2 171.2 171.2 171.2 171.2 171.2
Diesel PHEV40 151.3 151.3 151.3 151.3 151.3 168.1 168.1 168.1 168.1 168.1 168.1
Diesel PHEV60 145.9] 145.9 145.9 145.9 145.9] 162.1 162.1 162.1 162.1 162.1 162.1

The cost and efficiency assumptions for technologies in most of the other transport
subsectors are the same in the Deep GHG Reduction Scenario as they are in the
Reference Case. (Of course, just because an advanced technology, eatrifiack!
railway or hydrogen fuel cell bus, is available to the model in the Refe@Gasmedoes
not necessarily mean that the model will choo8® iAn important exception is the
aviation subsector, for which cost and efficiency trajectories from the BUbk
scenario of the IEA’s 2008 ETP report are used as a basis for CA-TIMES iripAits (I
2008). These assumptions represanbaimum technologgase in which aircraft energy
intensity reductions are 10% below the Reference Case by 2050. (Note that the

Reference Case itself already assumes reasonable increasegyreéfi@ency and

“8 The decision depends on the full lifecycle costthe technology compared to all other technolagiesl
since advanced technologies tend to have highés,ctdeast when external/social costs are igndhey
are not typically chosen in a BAU Reference Caseaio.
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airplane load factors, amounting to a 28% total reduction in aircraft energyityntens
between 2005 and 2050.) This should not be confused with an extreme technology case,
however. For example, conventional swept-wing body aircraft designsrémeanorm

in the Deep GHG Reduction Scenario, and new designs (e.g., flying wing anddblende
wing body aircraft) are not introduced. On the other hand, Deep GHG Reduction
Scenario sees an increased utilization of winglets and increased windgpdns;

weighting via advanced materials becomes an important design featdreiore

advanced technologies, such as laminar flow control and highly efficient unducted fa
open-rotor engines, become more common. In addition, the Deep GHG Reduction
Scenario assumes that aircraft energy intensity is reduced by aoraald®o due to air

traffic control and operational improvements, such as (1) greater use oluoui

descent approaches, (2) improvements in communications, navigation, and surveillance
(CNS) and air traffic management (ATM) systems, and/or (3) utilization dfpiaul

stages for long-distance travel (i.e., limiting trip lengths to shortéardiss). (Such
operational improvements are the goal of the NextGen project in the U.S. and SESAR i
Europe.) In order to make all of these efficiency gains possible, investostatfor

aircraft would likely be higher. Therefore, this scenario assumes thaashdifference
between conventional aircraft in the Reference Case and advanced miritrafDeep

GHG Reduction Scenario gradually climbs to 25% by 2050.

Industrial, Commercial, Residential, and Agricultural Sectors
In the “ICRA” sectors, future energy demand trajectories and fuel use arige

exogenously specified by the modeler. Hence, the greenhouse gas reductioes that ar
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achieved are entirely a function of the input assumptions. For this reason,gorsain

that the fuel demands of the Deep GHG Reduction Scenario are consistent withedin over
storyline where GHGs are reduced 80% below 1990 levels by 2050, and to this end the
IEA’s well-known BLUE Map scenario — published in the 2010 ETP study (IEA, 2010) —
greatly informs the CA-TIMES Deep GHG Reduction Scenario. In BLUE Mapablob
energy-related CQemissions are reduced 50% below 2005 levels by 2050, with the U.S.
and other industrialized countries reducing their emissions by about 80%. |opdegel

this scenario, the IEA partly utilized its global MARKAL energy sgstenodel, which
simulates energy investment and fuel use decisions across all regionsvofithand in

all sectors. These decisions are made based on the least-cost prumstiie,in CA-

TIMES, in an effort to reflect reality as much as possible. The U.S. is onanyf m

regions in the IEA’s global MARKAL model, and | use the results of ETPyaisdior

the U.S. as a basis for defining the fuel use mixes in the industrial, comnercia
residential, and agricultural sectors in 2030 and 2050 in the CA-TIMES Deep GHG
Reduction Scenario. Fuel demand shares in the in-between years areieallgmat
calculated by the model via linear interpolation. For a summary of energy use
emissions, and technology development in the industrial and buildings sectors in the
IEA’s Baseline and BLUE Map scenarios, see Figures 9.10 and 9.14 of the IEA’s most

recent ETP report (IEA, 2010).

Utilization of U.S.-specific results from another scenario study has somations,
however. Most notably, the current energy landscape in California is a bit wliffleas

it is in the rest of the U.S., and this is likely to remain the case for sometmtee
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future. For instance, because the state is not home to certain heavy in@elsirisseel-
making), only a small amount of coal is consumed in the industrial sector. Also, due to
California’s relatively temperate climate, heating demands aresriogh as in other

parts of the country, and for historical reasons heating oil is not a commonly aked fu
the commercial and residential sectors. Previous sections have shownitbati€al
currently relies heavily on natural gas and electricity in each of tRA K&ctors; as a
result, the carbon intensity of state’s end-use sectors, aside from ttarssioover in

than in other parts of the country. Assuming these trends continue in the longderm (i
assuming that California remains ahead of other states on the “carbortyrtans”

and continues on its path toward being a post-industrial, service-oriented, indormat
based economy), and drawing on the results of the IEA BLUE Map scenario, liapper
reasonable to assume that a dramatic transition to a low-carbon economyam{aalif
could potentially lead to much greater use of electricity as an end-usevieelmoreso
than today. In the cases where electricity is not a satisfacterpative, such as steam
generation and other high-temperature processes, natural gas or bionédé&conle
attractive low-carbon options. Such a storyline forms the basis of the fuel use mix

assumptions of the ICRA sectors in the Deep GHG Reduction Scenario.

Furthermore, the projected demands for each of the ICRA sectors (except for
Agriculture) are lower in the Deep GHG Reduction Scenario than in the RefeCase.
In particular, the projections are based onBheeline — high efficienccenario
developed for the California Energy Commission as part of the UC-Davis Advanced

Energy Pathways (AEP) project (McCarthy et al., 2008a, b). Motivatisg temand
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reductions are energy efficiency and conservation efforts, spurred byg saitoon

price and efficiency standards on end-use technologies (as described in Jaflbe31
annual efficiency improvements assumed in the Deep GHG Reduction Scenario (0% to
0.7% depending on the end-use sector), which are over and above those already
embedded in the Reference Case, are technically feasible with toddyisltegies

(McCarthy et al., 2008a, b).

The Deep GHG Reduction Scenario also assumes that carbon capture and storage
technologies are increasingly utilized for a certain portion of fuel combustibe in t
industrial sector. Specifically, CCS is applied to ten percent (10%) pE@3sions
from natural gas, biomass, and coal (where utilized) combustion processes,ia 2030
share that rises to 75% in 2050. Values in the in-between years are edlbyléihear

interpolation. The assumed capture rate for all of these generic CCS psaséXis.

Results of the Deep GHG Reduction Scenario

Electricity Generation

The development of the electric sector in the Deep GHG Reduction Scenarrbasima
different than in the Reference Case (Figure 54). For starters, thersdggatude of

electricity generation is substantially greater in this scepasia result of the increased
electrification of the end-use sectors. In 2050, electricity supply is 36#egtaan in

the Reference Case, and compared to 2005, it is 105% greater. Second, over time natural
gas ceases to be the preferred method of generation; instead, the generati@omes be

much more diverse. Of the natural gas generation that still lingers in 2050smost i
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equipped with carbon capture and storage. Coal IGCC plants with CCS also achieve

significant market share in the later time periods. In order to achieveathegtions in

GHG emissions, however, zero-carbon electricity must grow signifycianthe years

ahead. For this reason the scenario sees a large uptake of new nuclear ptentsiiya

of the advanced light water reactor variety) and of renewables (sahak, gaothermal,

biomass). In addition, a small but non-trivial amount of electric generatiorsdoone

bio-refineries and FT poly-generation plants. The primary purpose of thd#eefas to

produce liquid fuels, but they also happen to produce low-carbon electricity as a co

product; thus, they are especially attractive to the model.

Electricity Generation by Plant Type
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Figure 54 Electricity Generation by Plant Type inthe Deep GHG Reduction Scenario
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Figure 55 shows the dramatic growth of low- and zero-carbon electrgcag®n over

time in the Deep GHG Reduction Scenario. By 2050, more than 80% of all California’s
electricity is produced by zero-carbon sources (nuclear, hydro, andetiegrables),

with the remainder coming from biomass and fossil power plants equipped with CCS. In
particular, the share of non-hydro renewables in the generation mix grows to
approximately 50% in 2050, a fairly high level in light of intermittency concertis wi

solar and wind power. Whether or not the vast array of renewable resources (not all of
which are intermittent) could reliably supply such a large share obo@Gaéfs electricity
demand is still an open question, and one this analysis only begins to address. To some
extent, both geothermal and solar thermal technologies have the potentialsto act a
baseload generators; however, the intermittency of wind power could becoajera
challenge without adequate electrical storage capacity. On these pasnitmportant to

note that the Deep GHG Reduction Scenario assumes no additional storagg tagacit
what already exists in California’s power system today (i.e., a smalliat of pumped
storage). Moreover, while the CA-TIMES model is not able to represent the timing
electricity supply and demand in the way that a full-blown electricity dispatxel is

able to do, its high timeslice resolution nevertheless allows it to do arlzadpnable

job. Even though no constraints have been introduced to the model to limit the share of
generation from particular renewable technologies in a given yeard@asmon practice

in other energy systems models), CA-TIMES has full knowledge of end-usecélect
demands and the availability of renewable resource supplies in all tiesesliberefore,

in some sense the model is capable of acting as a judge for how much slexuld be

feasibly supplied from renewables in any future time period. Lastly/jniportant to



222

note that the total generation potential from each of the various renewableedypes
is constrained based on total renewable resource estimates for Califorriie arestern
United States, which are found in the California Public Utility Commission’s “B¥%
Implementation Analysis” (CPUC, 2009). Only a share of these total resoanme made

available to the California market.

Share of Low-Carbon Electricity Generation by Type
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Figure 55 Share of Low-Carbon Electricity Generaton by Type in the Deep GHG Reduction
Scenario

Energy Supply and Conversion
The mix of fuels supplied by the resource and energy conversion sectors also looks quite
different in the Deep GHG Reduction Scenario than in the Reference Case. Most

notably, a substantial quantity of liquid fossil fuels is replaced by low-nasbbstitutes,
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such as biofuels, synthetic fuels, electricity, and hydrogen. The types of fiofuel
consumed are not the same as in the Reference Case, however; for instance, the
importance of ethanol declines significantly in the Deep GHG Reduction Skenari
(compare Figure 56 with Reference Case Figure 35). Instead, the moostsho direct
biomass to the production of bio-derived gasoline, diesel, jet fuel, and residual fuel oil.
The reason for this is fairly intuitive: there are fewer technologichlfpions to reduce
GHG emissions in the non-LDV transport subsectors, hence the value of a tonne of
biomass is higher when producing a liquid fuel for these other uses. Egpaitralttive

are FT poly-generation plants equipped with CCS and consuming only biomass. In th
process of producing zero-carbon bio-based gasoline, diesel, and jet fuel, @s cledin
electricity, these technologies function as negative emissions teclemlegsentially

removing CQ from the atmosphere and permanently sequestering it underground.

Interestingly, total consumption of biofuels in the Deep GHG Reduction Scénatio
roughly the same level in 2050 (975 PJ or 7.5 billion gge) as it is in the Reference Case.
In the latter scenario, the high price of crude oil in a BAU future is enough to meotivat
substantial biofuels production, while in the former the incentive for biofuels bisstm

do with the stringent climate targets that are imposed. Total biomass &upgligly

1,740 PJ, or 108 million bone dry tons) is a bit higher in the Deep GHG Reduction
Scenario than in the Reference Case (Figure 57 vs. Reference Cas&6€)gdue to the
marginally less efficient production methods for producing the non-ethanol Isiciue|

the attractiveness of generating zero-carbon outputs while at the sesrstdring CQ@

permanently underground. One important difference, however, is just how much more
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quickly biomass supply grows in the Deep GHG Reduction Scenario, especiallgbetwe

2025 and 2035, in order to meet the increasingly stringent cap on GHG emissions.

Specifically, Herbaceous Energy Crops see greater utilization in ¢y ®dG Scenario,

despite their higher prices relative to other types of biomass. On the other hand, the

model opts for a slower uptake of Mixed Municipal Solid Waste (e.g., foodshdfs a

other dirty MSW), which is presumably related to the non-zero carbon intendty of

latter.
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Biomass Supply by Feedstock Type
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Figure 57 Biomass Supply by Feedstock Type in tH2eep GHG Reduction Scenario

Hydrogen also becomes an extremely important fuel in the Deep GHG Reduction
Scenario, and as Figure 58 illustrates the hydrogen production industryayrimkiy

after 2030. The preferred method of generation is natural gas steam methaniegefo

(SMR) with CCS. Water electrolysis and biomass gasification are, irastntiot cost-
competitive under the set of assumptions supplied to the model; hence, they are not used.
Moreover, the fact that the model does not opt for biomass-farts with CCS — even
though this pathway is also a negative emissions option — is particularly notegiodé

it shows the relative attractiveness of converting biomass into liquidviaedsFT

process equipped with CCS, rather than biomass;tocHl course, adding to this
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attractiveness is the fact that biofuels are in such high demand in cexteipart

subsectors for which there is no substitute.
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Figure 58 Hydrogen Production by Plant Type in theDeep GHG Reduction Scenario

The CCS industry grows quickly after 2025 in the Deep GHG Reduction Scenario

(Figure 59), and by 2050 the total quantity of carbon dioxide being stored underground

every year is almost twice as much as that being emitted to the atmosphehehigh

CO, flows may seem high at first glance, but actually the cumulative quantity of

emissions stored until 2055 (~2,930 Mton L@ fairly small relative to the overall

storage potential that exists in California (~1.5% of total estimateditgpaud the

potential in the western U.S. that California energy facilities could pgdsivie access
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to (~0.3%), according to mid-range geologic storage estimatesli®w.&. DOE

National Energy Technology Laboratory’'s (NETCarbon Sequestration Atlas of the
United States and CanadBETL, 2008). In other words, CCS is not likely to be limited
by storage capacity going forward. The bulk of,@@pture and storage takes place at
natural gas combined-cycle and coal IGCC power plants and FT poly-tenersd

hydrogen production facilities.
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Figure 59 CGO, Emissions Captured and Stored via CCS in the DedpHG Reduction Scenario

Industrial, Commercial, Residential, and Agricultural Sectors
Treatment of the ICRA sectors — and their exogenously specified aragscior energy

demands and fuel mixes — has already been described earlier in ilois. s€be key
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points to make note of are two-fold. First, the fuel use mixes of the Deep GHG
Reduction Scenario are largely based on the BLUE Map scenario of the IEA. Hence,
they are consistent with an overall storyline where California greenlgassamissions

are reduced 80% below 1990 levels by 2050. Second, the carbon intensities of these
sectors are substantially reduced due to a pronounced shift towards whaalssent
becomes a dual fuel system: electricity is the energy carratroage in applications
where its use is feasible, and natural gas is utilized for high tempegpabeesses. In
addition, a small but non-trivial amount of both biomass (e.g., for industrial boihets) a
solar energy (e.g., passive rooftop water heating on buildings) also corsttibtive

energy supply. The following four figures illustrate the evolution of the ICébh0ss

over time in the Deep GHG Reduction Scenario.
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Hydrogen

Industrial Sector Fuel Demands by Fuel Type
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Figure 60 Useful Energy Demand by Fuel Type in thindustrial Sector in the Deep GHG Reduction
Scenario
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Figure 61 Useful Energy Demand by Fuel Type in th€ommercial Sector in the Deep GHG
Reduction Scenario
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" Hydrogen

Residential Sector Fuel Demands by Fuel Type
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Figure 62 Useful Energy Demand by Fuel Type in thResidential Sector in the Deep GHG
Reduction Scenario
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Agricultural Sector Fuel Demands by Fuel Type
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Figure 63 Useful Energy Demand by Fuel Type in thé&gricultural Sector in the Deep GHG
Reduction Scenario

Transportation Fuels Consumption and Technology Trends

A major transformation also occurs in the transportation sector in the Deep GHG
Reduction Scenario. This is illustrated in Figure 64, which shows the mix sf fuel
consumed sector-wide. The main fossil fuels of today (gasoline, diesel | jetride
residual fuel oil) decline in importance over time: they are still widebd, but their
continued upward growth slows down significantly. In contrast ethanol, biodiesel, bio
gasoline, bio-RFO, bio-jet fuel, hydrogen, and electricity all gairketahare in the
future. Particularly interesting is the small contribution from ethanol irst@sario. In
the Reference Case, ethanol (in the form of both E-10 and E-85) grows substawgially

the coming decades, once its cost of production becomes competitive with petroleum
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based gasoline at high and sustained crude oil prices. In the Deep GHG Reduction
Scenario, however, ethanol consumption initially increases (due to the RFSsiofuel
mandates), but then in the long-run its importance diminishes. The reason fa liais, a

been discussed previously, is the absence of suitable alternatives for ligsiich fEmine

of the other transport subsectors and, hence, the higher value of converting biomass to
other forms of biofuel (e.g., namely biodiesel, bio-RFO, and bio-jet fulat)important

lesson for policy that derives from these results is the following: while svbeo

ethanol may be an attractive alternative to gasoline over the next 1420 iy

production may not be the best use of biomass in the long term, assuming deep reductions
in GHG emissions need to be made across the all transport subsectors and indeed the

entire economy.
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Transportation Fuels Consumption by Fuel Type
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Figure 64 Final Energy Demand by Fuel Type in th&ransportation Sector in the Deep GHG
Reduction Scenario
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Fuel Consumption - Light-Duty Cars and Trucks
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Figure 65 Fuel Consumption for Light-Duty Vehiclesin the Deep GHG Reduction Scenario

Total transportation fuel consumption in 2050 is cut by about one-third in the Deep GHG
Reduction Scenario compared to the same year in the Reference Case, wiitg-for li

duty vehicles the reduction is even greater, about one-half (Figure 65). A portian of thi
reduction can be attributed to the lower LDV VMT demands assumed in this scenario,
which are motivated by strong transit, land use, and auto pricing policies. The bulk of the
reductions, however, are due to greatly increased vehicle efficiencies posglble by

advanced technologies.



236

The Deep GHG Reduction Scenario sees extensive penetration of advanced vehicle
technologies, particularly in the light-duty sector (Figure’86)hese actions are

motivated by the declining cap on economy-wide GHG emissions, as wellrasithe

more stringent LDV GHG emissions standards, which are enacted between 2017 and
2025 and gradually raise the minimum fuel economies of new light-duty cars and trucks
to 60 mpg and 45 mpgge, respectively, assuming all the GHG reductions aveddlyie
vehicle efficiency improvements (Figure 67). Standards of such stringencylae

with recent announcements of the U.S. EPA, U.S. DOT, and CARB, who are currently in
the process of setting new federal fuel economy and tailpipe emissions staodards f
model-year 2017-2025 vehicles. In support of this plan, the organizations recently
undertook a joint technical assessment to gauge the feasibility of raisicteve

efficiency standards from 3% to 6% per year between 2017 and 2025 (EPA-DOT-CARB,
2010). (The current CAFE standards are set to expire in 2016.) Several scenarios are
developed in their analysis, but the main conclusion is that between now and 2025
automakers will need to significantly increase their supply of advanced techinolog
vehicles (namely HEVs, PHEVs, BEVs, and Diesel ICES) if they hope &b time more
stringent standards. My analysis essentially reaches this sanhestmmcas evidenced

by the vehicle market share curves shown in Figure 66. The primary diffascthat

the CA-TIMES Deep GHG Reduction Scenarios also foresees a limited irttoodot
Hydrogen FCVs by 2025, since the model (with its perfect foresightynenes that this
low-carbon option must be introduced to the market in the near to medium term, in order

for FCVs to have adequate time to build up their capacity by the 2040-2050 timeframe.

“9 Note that while the main purpose of CA-TIMES istave as an energy systems model, it also acts
implicitly as a vehicle stock turnover model aslwel
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Actually, this is true of all advanced vehicle types: subject to constraintewithgif
these technologies are to have enough time to gain significant markebghlaeemiddle

part of the century, their introduction needs to occur in earnest over the next 1020 year

By 2050, the LDV market is dominated by Gasoline HEVs, with Gasoline PHEVSs,
Hydrogen FCVs, Gasoline ICEs, and E-85 Flex Fuel ICEs and HEY plaiging

important roles (Figure 66). Much of the gasoline still consumed by thahd PHEV
vehicles is petroleum-based, whereas a significant portion (~20%) islathgaisoline

or synthetic gasoline, both of which are low in carbon and produced by one of the various
FT coal-biomass poly-generation plants. Interestingly, battery-elgetnicles do not
experience any growth in the Deep GHG Reduction Scenario, an outcome dug ntirel
the relatively high lifecycle costs of supplying VMT using BEVs, considdrotty the

capital costs of vehicles and their requisite recharging infrastructureafpital costs for

Level I, 1, and 11l charging are all represented in the model). Suchult iIegdeed
guestionable given the activity we see around electric vehicles today. HoWwenethe
perspective of the CA-TIMES model, one can understand this result by noting that in the
model no distinction is made between vehicle classes — i.e., all LDV techndogjies
represented as mid-size cars. Because mid-size cars weigh aighjifroore than the

types of compact BEVs currently being introduced by automakers around the anarld

in order to satisfy consumer demands for vehicle range (200+ miles on actiaigle),

the battery packs for the light-duty BEVs represented in the CA-TIMES maxel ar
actually quite large (~80 kWh). Therefore, total BEV costs are rathengixpaelative

to other advanced LDV technologies, and partly for this reason we do not see any
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significant penetration of these vehicles in this very low-carbon futuis.planned that
future versions of the CA-TIMES model will allow for greater disaggregatidheof

various LDV class segments, from compact to mid-size to large carspamdrrall to

large trucks, minivans, and SUVs. Such market segmentation could potentially lead to

greater penetration of BEVs.

The fact that ICE-based drivetrains (including HEVs and PHEVS) continueki® upa
the bulk of the light-duty vehicle market in 2050 is an interesting result, as isshew
relatively higher abatement costs in this particular transport subsectay,mention the
others. As discussed later, the lack of a dramatic transformation in transpomidiaso
do with the huge emissions reductions that are achieved in the other energyseator
the next few decades, particularly in the electricity and supply sectone wdre and

even negative emissions are possible, thanks to bio-CCS technologies.
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Figure 66 Technology Penetration in the Light-DutyWehicle Subsector in the Deep GHG Reduction
Scenario

The average new model-year vehicle fuel economy for light-duty carsuahg is
approximately 66 mpgge in 2050, almost twice the level in the Reference Case and 2.5
times that of today (Figure 67). Fleet fuel economy (averaging both on-road and new
cars and trucks) climbs to 60 mpgge by 2050. Such high efficiencies lead ta@éhe lar
reductions in LDV fuel demand that are shown in Figure 65. (Note that the peak in new
vehicle fuel economy in 2050 is caused by the so-called “end-year effecttifact af
energy-economic systems optimization models that is actually quite camimtns

case, because the required GHG reductions between 2050 and 2055 are quite small, in

comparison to the reductions required in the previous five-year intervals, the model —
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with its perfect foresight — chooses to invest in cheaper, less efficientegeim 2055

than in 2050.)

Light-Duty Car and Truck Fuel Economy - Fleetwide and New Model-Year Vehicles
80

Fuel economies represent "test-cycle” values, not on-road
LD Cars (New)

LD Cars (Fleet)

70 LD Cars + Trucks (New)
LD Cars + Trucks (Fleet)
LD Trucks (New)
60 LD Trucks (Fleet)

1 R S I i e it )l il A il Al A iAie il i B - i il B i i it ii il I

40

miles per gasoline gallon eq. (mpgge)

o T

20 T T T T T T T T T T
2005 2010 2015 2020 2025 2030 2035 2040 2045 2050 2055

Figure 67 Average Light-Duty Vehicle Fuel Economyn the Deep GHG Reduction Scenario

In the non-LDV subsectors, the Deep GHG Reduction Scenario also sees a pr@dnounce
shift toward alternative fuels and advanced technologies. Heavy-duty piuackde a

good example: total fuel demands are cut significantly as a result of thduiction of
high-efficiency Diesel ICE technologies. (Other advanced technologsas PHEVS,
BEVs, and FCVs, are not available to the HDT subsector in CA-TIMES, due to range
limitations and excessively long refueling times.) Moreover, the diesslumed by

these vehicles is only partly sourced from conventional petroleum; a large porties c

from low-carbon biodiesel and synthetic diesel. The Medium-duty Truck and Bus
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subsectors do not face some of the range and refueling issues associated vidullong
trucks (in fact, a large share of MDTs and Buses are fleet vehicles), aagneater
number of alternative fuel and technology options are available. Accordinglgene s
shift in these subsectors from high-carbon fossil fuels, such as gasoline seidtdie
lower-carbon biodiesel, hydrogen, and natural gas. The model invests in botlgétydro
FCVs and Hydrogen hybrid-electric ICEs in these cases, since both wglesallow

for higher efficiencies than Diesel ICEs and both make possible the wse-catbon
hydrogen fuel. In the rail subsector, a portion of Freight Rail operations andfiele by
2050, despite the relatively high capital costs assumed in the model for kail trac
electrification. Because electrically-powered locomotives anerefficient than
conventional diesel or diesel-electric propulsion systems, this technolsiittdielps to
lower total energy demand in the subsector. Emissions reductions in the Marine and
Aviation subsectors, on the other hand, are primarily limited to fuel switchingg as t
options for alternative propulsion systems are more limited. Therefore, thé mode
chooses to direct substantial quantities of bio-derived RFO and bio-jet fueldo thes
subsectors. Interestingly, Figure 72 shows bio-RFO consumption by meaesse&ls
growing quickly from 2020 to 2035 and then shrinking just as quickly toward 2050. The
reason for this seemingly odd behavior has to do with the lack of CCS-capability (and
thus negative emissions potential) with the pyrolysis bio-oil production pathwdyfas
making bio-RFO. The model prefers instead to direct limited biomass suppliedib the
poly-generation plants, which produce bio-based gasoline, diesel, and jet fuel,as wel
electricity, while at the same time sequestering a significanbpast the biomass

carbon permanently underground.
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Figure 68 Fuel Consumption for Heavy-Duty Trucks in the Deep GHG Reduction Scenario
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Figure 69 Fuel Consumption for Medium-Duty Trucksin the Deep GHG Reduction Scenario
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Figure 70 Fuel Consumption for Buses in the DeepKB5 Reduction Scenario
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Figure 71 Fuel Consumption for Rail in the Deep GI& Reduction Scenario
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Figure 72 Fuel Consumption for Marine Vessels intte Deep GHG Reduction Scenario
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Figure 73 Fuel Consumption for Aviation in the Dep GHG Reduction Scenario

Greenhouse Gas Emissions

By transitioning to an energy system that relies more heavily on advautemlogies

and alternative fuels, the potential exists for substantial reductionseinhgnese gas
emissions in California in the long term. Figure 74 shows CA-TIMES modelast

of annual GHG emissions produced via fuel combustion activities in each of the state’
various energy sectors. Figure 75 is similar except that emissionsléctnice

generation are allocated to end-uses. Note that a straight line dechpimg emissions

is assumed in the scenario, which helps to explain the shape of the emisgotmyra
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shown heré? Otherwise, if the model were free to set its own schedule for emission
reductions (as estimated in a side analysis, the results for which are not sh@\it he

would choose to push the deepest cuts to the later time periods (i.e., after 2040), in
response to the non-zero global discount rates used in the model, which esseakially m
long-term costs less important than near- to medium-term costs in the cafcofabtal
discounted system costs on a net present valuebagifile postponing mitigation

actions may make sense from the point of view of the model, it is probably notivefle

of the real world, in which policymakers of the future are likely set mtemission

targets between 2020 and 2050, in order to ensure that the system is on track to meet the
long-term deep reduction goals (as well as to further the achievement of \atheus

political objectives, such as job creation).

A patrticularly noteworthy finding relates to the GHG emissions targe&td@0 (i.e., the
AB32 goal of returning to 1990 levels by this year). Even though a cap is set for 2020,
the model actually opts to undershoot the limit (i.e., the constraint is non-binding), in
order to prepare for the following time period just five years later, wheantigsions

cap is lower still. What this says is that, according to the multitude of agsnmptade

in this particular scenario, for the California energy system to putasetack to reach

the deep reduction targets of the long term (80% by 2050), while following ayinearl

declining emissions trajectory, GHG emissions in 2020 will likelydrteebe lower than

% Other modeling groups in the U.S. and abroad temdpresent declining emission caps by the same
straight line trajectory approach that | have usedhoted through my interactions with the Northefican
MARKAL-TIMES users group and the Stanford-basedrggeModeling Forum.

*LIn such a case, the primary limiting factors thatld militate against such an outcome (i.e., pughi
GHG emissions reductions to the very last period)tle growth constraints assumed in the modekhwhi
force the investment in and utilization of advantathnologies and alternative fuels in the neag- an
medium-term, so that there is enough time for thegain significant market share by 2050.
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the cap currently specified by AB32. In other words, while returning to 1990iemiss
levels by 2020 will certainly represent a big achievement for Calédpfrom a long-term

perspective such a target may not be stringent enough.

CA-Combustion GHG Emissions by Sector
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Figure 74 CA-Combustion GHG Emissions by Sector in the Deep GHG ReductioBcenario

Two other striking observations from the GHG emissions figures shown heeetoelae
dominance of transport sector emissions in the long term and the huge potential for
negative emissions in the supply sector. Both of these findings are intimétdyd ite

each other, since the types of technologies that are able to permanentljesdgoesss
carbon underground (i.e., FT poly-generation plants) are the same ones that supply the

transport sector with biomass-based gasoline, diesel, and jet fuel. Becthese of
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considerable potential for bio-CCS, the other sectors are allowed to emit motkdha
otherwise would be able to, if negative emissions technologies were not avalfable
other words, these other sectors are not forced to reduce their emissiomgyeatitr

The transportation sector is the primary benefactor in such a circumgaecethat
marginal CQ abatement costs are generally higher in transport than in other sectors.
(Another reason is the exogenously specified scenario storyline assurtieal for
industrial, commercial, residential, and agricultural sectors.) For irstande supply
sector emissions are reduced 262% between 2005 and 2050 (and in the electric sector by
99%), emissions in transport decrease by only 32%. Such findings are in line with other
modeling studies (e.g., IEA (2010)), which show that from a cost-perspective &ed in t
absence of any transport-specific GHG policies, certain segments anbpdrt sector
are likely to be the last to decarbonize. The unique contribution of this studystat lea
within the California context, is that it highlights the enormous potentidi®eCCS
negative emissions technologies and the critical role they may be able o play
controlling GHG emissions in the state, as well as taking the load off soime ather
sectors, especially transport. Of course, this line of reasoning is carttuppn the
eventual success and public acceptance of these technologies, as well andle siite

of the sustainable biomass feedstock base available to California. If bio-CCS
technologies are constrained for any of these reasons in the future, then thalgotenti
negative emissions in California would be significantly hindered, and the trangportati
sector would indeed be required to reduce its emissions by a considerablamaogei.
These kind of sensitivities are explored in later sections of this chapter, nvadrandful

of interesting variants of the Deep GHG Reduction Scenario are analyzed.
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At first glance, the results discussed here might seem to contradict loogeis the

first chapter of this dissertation, which looked at the potential for making 80%ncuts
(well-to-wheel) greenhouse gas emissions in the U.S. transport sect@®ia&bYang,
McCollum et al. (2009), who studied similar scenarios for California). Thayssal
highlighted the critical role that advanced vehicle technologies and alerfnatis

would perhaps need to play in the long term. The question raised by the analysis was
whether or not the transport sector would ever actually need to achieve an 80%meduct
on its own, or could emissions reductions be made more cost-effectively in otbes.sect
The CA-TIMES work discussed here was developed for the express purpose of
addressing these kinds of questions, and the findings that derive from the analysis are
very interesting. Namely, emissions reductions in the transport sector mectunadty

need to be as large as that assumed in the 80in50 study of Chapter I; in fact, they may not
need to be anywhere near as great, so long as the potential for negative emissions

technologies exists on the supply side.
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Figure 75 CA-Combustion GHG Emissions by Sector in the Deep GHG ReductioBcenario with
Electricity Emissions Allocated to the Various EnduJse Sectors

The cumulative quantity of GHGs emitted between 2005 and 2055 (i.e., the area under
the total emissions curve in Figure 74) is approximately 15,762 MtereG@ the Deep

GHG Reduction Scenario. Over the more limited period of 2012 to 2050, cumulative
emissions are just 12,048 Mton €€g. By comparison, cumulative emissions in the
Reference Case are a much higher 27,552 and 21,140 Mtead;€spectively, over

these two timeframes. The period between 2012 and 2050 is particularly relevant
because of the U.S. National Research Council’'s recent recommendatiatatihat t
domestic U.S. greenhouse gases from all sources (both fuel combustion and non-energy
GHGs) stay within a cumulative emissions “budget” of 170,000 to 200,000 Mtere¢O

during this timeframe (NRC, 2010). Such a budget corresponds to reductions in annual
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GHG emissions by 2050 that are between 80% and 50% below 1990 levels, respectively,
at the national level. In the Deep GHG Reduction Scenario developed here (an 80%
reduction scenario), California’s cumulative emissions, which one should be reminded
only include fuel combustion, represent about 7.1% of this national emissions budget,
which is only slightly less than the state’s current contribution to total daméSi

GHGs. (The small discrepancy is understandable when considering that only fuel
combustion emissions are captured by CA-TIMES.) For illustrative purposes, if w
assume that this 7.1% figure is roughly representative of Californiatsstiare” of U.S.
GHGs, then California’s emissions budget over the 2012 to 2050 time period is estimated
at 12,100 and 14,200 Mton G@q, respectively, depending on the stringency of the

2050 emissions target (80% or 50%). While the Deep GHG Reduction Scenario remains
within these budgets, the Reference Case far exceeds it. In factfofri@alcontinues to
follow a business-as-usual Reference Case scenario for energy syséopaent, then

its emissions budget is likely to be exceeded well before 2050. Instead, tie¢ Wwodtyl

probably be exceeded around 2035.

The average “well-to-wheel” lifecycle carbon intensity (inclgdboth upstream/ “well-
to-tank” and downstream/“tank-to-wheel” stages) of all fuels consumed in the
transportation sector decreases from 82.8 g&{MMJyyy in 2005 to 31.1 gCO

egd/Mdy in 2050, a difference of about 62% (Figure 76). (Remember that because these
carbon intensities are calculated on a HHV basis, they are about 7 to 11% lower than i
calculated on a LHV basis.) Inthe LDV subsector, the drop is not quite asvétige

average carbon intensity declining to just 44.8 g€@MdJyny in 2050 (Figure 77). In
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other words, fuel carbon intensities are lower, on average, in the non-LDV subsector
thanks to a larger amount of fuel switching. Emissions reductions made durindlthe we
to-tank stages of fuel production are the primary driver of lower to¢églyitdle carbon
intensities. In particular, the fact that well-to-tank emissions evignhecome negative
has everything to do with the increased utilization of biomass-based gasased, dnd

jet fuel, which are produced by bio-CCS negative emissions technologies, asiprevio
discussions in this section have made all too clear. During the tank-tostégel(i.e.,

fuel combustion), greater consumption of low- and zero-carbon biofuels and gigctric
as well as hydrogen in certain transport subsectors, is responsible for thesit#t

result.
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Average Lifecycle Fuel Carbon Intensity for All Transport Subsectors
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Figure 76 Average Lifecycle Carbon Intensity of AlFuels Consumed in the Transportation Sector
in the Deep GHG Reduction Scenario
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Average Lifecycle Fuel Carbon Intensity for Light-Duty Cars & Trucks
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Figure 77 Average Lifecycle Carbon Intensity of AlFuels Consumed in the Light-Duty Vehicle
Subsector in the Deep GHG Reduction Scenario

11.3.3 Deep GHG Reduction Scenario Variants

Up to this point in the chapter, two core scenarios have been thoroughly discussed — the
Reference Case and Deep GHG Reduction Scenario. Each representsa patarior

the development of California’s energy system over the coming decades. decabls
amount of time and effort has gone into creating these scenarios, but at the erdhpf the
they are just two out of an infinite number of possible eventualities. And while both
paths are thought to be feasible from a technological perspective, in the sebséhthat
were developed based on reasonable assumptions from the literature, neither should be

taken as a definitive prediction of how events will unfold in the coming yearsinHere
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lies one of the most delicate elements of “what-if’-type scenario seslybecause no
single scenario offers an absolutely certain picture of the future, it isthe toodeler to
develop alternate scenarios and to undertake sensitivity analyses arounsLkeytiass.
The challenge, of course, centers around where to focus one’s attentionhgtven t
scenarios of the type developed using energy systems models, such as E3.-ahgl

built on thousands, or even tens of thousands, of assumptions.

In this section, several variants of the Deep GHG Reduction Scenario are deveiope
the first exercise, | maintain all previous assumptions, while changimgdseimportant
policy driver: the stringency of the cap on GHG emissions. Then, in a secondexerci
the Deep GHG Reduction Scenario is modified much more extensively: splégific
assumptions concerning the potential of certain key low-carbon technologies and
resources are significantly altered (generally resulting intéztsiological optimism).

The scenario variants are compared across a range of energy, enviroranentalkt

metrics.

Scenario Variants #1: Modification of the GHG Emissions Cap

The most important driver of energy system development in the core Deep GHG
Reduction Scenario is the declining cap on GHG emissions, which ultimatelhesea

80% below 1990 emissions levels by 2050. A climate target of such stringency leads to
dramatic shifts in the types of technologies and fuels utilized ind@ailf in the future,

as shown in previous sections. Due to its importance, an obvious question thus becomes,

“How might the situation change if the emissions cap were less sttitig@erhaps
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policymakers decide next year, or in ten years from now, to scale bac&gspeations

for achieving the 80% reduction target, opting instead for something less stri@gent.
perhaps the science surrounding climate change evolves in such a way thstssagge
80% cut in California (as well as U.S. and other industrialized country) emssisi not
actually necessary. (Of course, the alternate outcome is equakglgsthat even

deeper cuts in emissions are needed.) In an effort to address this quelsvahop three
additional scenarios, in which the cap on GHG emissions is set at 50%, 60%, and 70%
below 1990 levels by 2050. For each scenario, the trajectory of the cap is assumed to
decline linearly from the same 2020 starting point as in the original De€p GH

Reduction Scenario (i.e., the 1990 level).

Other than the modified emission targets, all other assumptions in theseoscanants

are the same as in the core Deep GHG Reduction Scenario. This includes ém®esog
fossil fuel price projections and the exogenously specified fuel demands ©RRAe |
sectors, both of which, it should be reminded, were developed with an 80% reduction
scenario in mind. With respect to the ICRA sectors in particular, by kedm@mduel

mixes the same, the introduction of climate caps with reduced stringeffeietsvely

means that the transport, electricity, and supply sectors do not have to reduce their
emissions quite as much. This potentially injects some error into these ssesiage it

is unlikely that exactly the same technologies and fuels would be used@RAe

sectors in an 80% reduction scenario as would be in a 50% scenario. However, in any

event | have decided not to explicitly address the issue for now, given thatiygia
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focuses on the transport, electricity, and supply sectors and the advanced technologies

and alternative fuels utilized therein.

In addition to the three scenario variants with alternative caps on GHG emissilsos,
develop a scenario that is a variant of the Reference Case. The only difdyetveeen
the original Reference Case and its variant are the demands exogenousgdaasinem
end-use sectors. More specifically, the lower demands of the Deep GHG Reduction
Scenario are used; hence, this scenario variant is named “Reference/Qasedr
Demands)”. Otherwise, all technological assumptions are the same asiiyithne
Reference Case — fossil fuel price projections, the exogenously spaodiedmands of
the ICRA end-use sectors, and so on. The reason for developing this scenartasvaria
that, as evidenced in the discussions that follow, demand reduction apparentlgiHgs a f
substantial impact on energy use, greenhouse gas emissions, and costs. €] herefor
analyzing the Deep GHG Reduction Scenario variants across the rangeggf ener
environmental, and cost metrics, it seems only fair to compare them to theriRefe
Case (w/ Lower Demands), since the policies leading to the assumed dedumtidms

in these scenarios (e.g., strong transit, land use, and auto pricing policies ingpertra
sector, and energy efficiency standards in the industrial, commersidgméal, and

agricultural sectors) are not adequately captured by the CA-TIMES model.

Figure 78 compares the GHG emissions trajectories of the ReferasegReference
Case (w/ Lower Demands), Deep GHG Reduction Scenario, and the three D&ep GH

variants. As a result of demand reduction, GHG emissions in 2050 are 125 Mton lower
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in the Reference Case (w/ Lower Demands) than in the original Referasee SlI

other emissions cuts can be classified as technological reductions, in ththaetisey

result from switching to lower-carbon fuels and the introduction of advanced, more
efficient technologies. Increasing the stringency of the emissagmplays an important

role in driving technological change, as is clearly evident in Figure 78, and by 2050 the
emissions spread between the Deep GHG Reduction Scenario and its variants is quite
large. In fact, annual GHG emissions in 2050 in the five scenario variants areHawe

in the original Reference Case by 21%, 63%, 70%, 78%, and 85%, respectively.
Particularly in the Deep GHG scenario variants, the reductions stem riengyesystem
development paths that actually quite different from each other. Nevertheiess, i
interesting to note that up until about 2020-2025, these landscapes are still quite similar
and the GHG emissions trajectories of each do not diverge until about this time. Such a
result essentially says that whether California ultimately decuddlow a 50% or 80%

GHG reduction path, or any path in between, technological investment decisionsland fue
choices made over the coming decade (2010-2020) will, for the most part, need to be the

same.
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GHG Emissions Trajectories of Each Scenario
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Figure 78 GHG Trajectories of the Scenario Varians with Modified Emissions Caps

The following series of tables shows a number of indicators comparing teiee Red

Case, Deep GHG Reduction Scenario, and their variants across sevemahdiffer
dimensions. Particular attention is paid to the transportation sectoricéegeneration,
biofuels and biomass supply, and emissions. A fairly small number of indicators are
shown (out of the hundreds or thousands possible), but the point here is to give the reader
a quick sense of what these scenarios look like and how the stringency of the emissions
cap impacts the development of the energy system in a different way. Boce)st

targeting deeper reductions in GHG emissions necessitates greatefietion of the

light-duty vehicle fleet, namely PHEVs and Hydrogen FCVs (
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Table 40). In the Deep GHG 50% scenario, the total share of light-duty VMT supplied
by PHEVS, BEVs, and FCVs is just 11% in 2050, whereas it rises to 28% in the Deep
GHG 80% scenario. Electrification of vehicles has the effect of raisirgyvdrage fuel
economy of the entire 2050 LDV fleet (both on-road and new cars and trucks) from 55
mpgge to 60 mpgge in these two scenarios, respectively. Simultaneouslyelsdhes
much greater use of low-carbon biofuels, electricity, and hydrogen, tregavdecycle
carbon intensity of all fuels consumed in the California transportation sector in 2050
declines from 53.2 gC&2eq/Mdyuy in the Deep GHG 50% scenario to 31.1 g€O
eg/Mdyny in the Deep GHG 80% scenario. Furthermore, while the light-duty vehicle
fleet becomes increasingly electrified, in no scenarios do we see eapienatf battery-
electric vehicles, which as described previously has everything to dadhwitklatively

high lifecycle costs of supplying VMT using mid-sized BEVs withtre&dy large

batteries, considering both the capital costs of vehicles and their reqeasigeging

infrastructure.
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Table 40 Comparison of Key Transportation Indicatas for Scenario Variants with Modified
Emissions Caps

Transportation Indicators | 2010 | 2020 I 2030 F 2040 l 2050
Reference Case 0.0% 0.0% 0.0% 0.0% 0.0%
Reference Case (w/ Lower Demands) 0.0% 0.0% 0.0% 0.0% 0.0%
Share of LDV VMT |Deep GHG Scenario (50% Reduction) 0.0% 1.4% 12.5% 12.4% 10.9%
Supplied by PHEVs |Deep GHG Scenario (60% Reduction) 0.0% 1.4%| 12.5%  12.4%| 10.9%
Deep GHG Scenario (70% Reduction) 0.0% 1.4% 12.5% 12.4% 10.8%
Deep GHG Scenario (80% Reduction) 0.0% 1.4% 12.9% 11.1% 22.3%
Reference Case 0.0% 0.0% 0.0% 0.0% 0.0%
Reference Case (w/ Lower Demands) 0.0% 0.0% 0.0% 0.0% 0.0%
Share of LDV VMT |[Deep GHG Scenario (50% Reduction) 0.0% 0.0% 0.1% 0.0% 0.0%
Supplied by BEVs |Deep GHG Scenario (60% Reduction) 0.0% 0.0% 0.1% 0.0% 0.0%
Deep GHG Scenario (70% Reduction) 0.0% 0.0% 0.0% 0.0% 0.0%
Deep GHG Scenario (80% Reduction) 0.0% 0.0% 0.0% 0.0% 0.0%
Reference Case 0.0% 0.0% 0.0% 0.0% 0.0%
Reference Case (w/ Lower Demands) 0.0% 0.0% 0.0% 0.0% 0.0%
Share of LDV VMT |Deep GHG Scenario (50% Reduction) 0.0% 0.1% 0.6% 0.0% 0.0%
Supplied by FCVs |Deep GHG Scenario (60% Reduction) 0.0% 0.1% 0.6% 0.0% 0.0%
Deep GHG Scenario (70% Reduction) 0.0% 0.2% 0.7% 0.0% 0.1%
Deep GHG Scenario (80% Reduction) 0.0% 0.2% 0.7% 2.4% 5.6%
Reference Case 25.8 30.7 34.2 35.1 35.9
Average LDV Fleet Reference Case (w/ Lower Demands) 25.8 30.8 35.0 36.1 37.0
Deep GHG Scenario (50% Reduction) 25.8 323 48.3 53.8 54.6

Fuel Economy . .

Deep GHG Scenario (60% Reduction) 25.8 323 48.3 53.8 54.6
(mpgge, test-cycle) |, G scenario (70% Reduction) 25.8 32.3 48.3 53.8 54.6
Deep GHG Scenario (80% Reduction) 25.8 32.3 48.3 53.8 59.6
Reference Case 25.8 341 34.2 35.6 36.3
Average New Model{Reference Case (w/ Lower Demands) 25.8 34.3 35.5 36.7 36.9
Year LDV Fuel Deep GHG Scenario (50% Reduction) 25.8 41.3 53.9 54.2 54.7
Economy Deep GHG Scenario (60% Reduction) 25.8 41.3 53.9 54.2 54.7
(mpgge, test-cycle) |Deep GHG Scenario (70% Reduction) 25.8 41.3 53.9 54.2 54.7
Deep GHG Scenario (80% Reduction) 25.8 41.3 53.9 54.2 65.6
Average Carbon Reference Case 83.0 80.8 78.8 75.6 75.1
Intensity of All Reference Case (w/ Lower Demands) 83.0 80.0 77.7 74.2 73.3
Transportation Deep GHG Scenario (50% Reduction) 83.0 79.4 71.5 60.3 53.2
Fuels Deep GHG Scenario (60% Reduction) 83.0 79.4 69.6 54.3 45.6
Deep GHG Scenario (70% Reduction) 83.0 79.4 67.8 49.8 38.1
(gCO2-eq/Myy) Deep GHG Scenario (80% Reduction) 83.0 79.4 65.9 46.7, 31.1

Climate policies of greater stringency also have the effect decarbotheimiectric

generation mix to increasingly lower levels (Table 41). The contribution ficatear

power is roughly the same in each of the Deep GHG scenarios; however,igerieyat

renewable sources and from fossil and biomass plants equipped with CCS glmvs hig

These differences lead to average carbon intensities for electricity inf2a5@nge
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from 35 gCQ-eq/kWh in the Deep GHG 50% scenario to -11 g@@kWh in the Deep

GHG 80% scenario (9.7 and -3.1 g&€y/Mdyny, respectively).

Table 41 Comparison of Key Electricity Generationindicators for Scenario Variants with Modified
Emissions Caps

Electricity Generation Indicators | 2010 | 2020 I 2030 f 2040 I 2050
Reference Case 20.2% 18.6% 16.4% 17.4% 35.7%
T 6f Baenels Reference Case (w/ Lower Demands) 20.3% 19.4% 17.9% 20.2% 42.5%
& Hydro Electricity Deep GHG Scenario (50% Reduction) 20.3% 42.4% 40.9% 40.1% 47.3%
. . Deep GHG Scenario (60% Reduction) 20.3% 42.4% 40.9% 40.1% 50.2%
in Total Generation | \\ scenario (70% Reduction) 203%|  42.4%| 41.0% 41.7%| 51.1%
Deep GHG Scenario (80% Reduction) 20.2% 42.4% 41.1% 48.3% 58.7%
Reference Case 12.4% 11.2% 0.0% 0.0% 0.0%
Share of Nuclear Reference Case (w/ Lower Demands) 12.4% 11.7% 0.0% 0.0% 0.0%
Electricity in Total Deep GHG Scenario (50% Reduction) 12.4% 9.6% 9.7% 18.1% 25.2%
. Deep GHG Scenario (60% Reduction) 12.4% 9.6% 9.7% 18.1% 25.2%
Generation |\ GHG Scenario (70% Reduction) 12.4%| 13.6%| 13.0% 211%| 27.8%
Deep GHG Scenario (80% Reduction) 12.4% 13.8% 13.2% 21.2% 24.6%
Reference Case 0.0% 0.0% 0.0% 0.0% 0.0%
Share of Fossil & |Reference Case (w/ Lower Demands) 0.0% 0.0% 0.0% 0.0% 0.0%
Biomass w/ CCS  |Deep GHG Scenario (50% Reduction) 0.0% 0.0% 2.2% 8.2% 14.1%
Electricity in Total [Deep GHG Scenario (60% Reduction) 0.0% 0.0% 2.7% 8.9% 15.0%
Generation Deep GHG Scenario (70% Reduction) 0.0% 0.0% 3.0% 9.2% 14.9%
Deep GHG Scenario (80% Reduction) 0.0% 0.0% 6.3% 12.1% 15.7%
Reference Case 317 337 308| 277 210,
Average Carbon |Reference Case (w/ Lower Demands) 317 334 306 272 186
Intensity of Deep GHG Scenario (50% Reduction) 317 239 169 110, 35
Electricity Deep GHG Scenario (60% Reduction) 317 239 165 104 19
(gC0O2-eq/kWh) Deep GHG Scenario (70% Reduction) 317 223 159 85 5
Deep GHG Scenario (80% Reduction) 317 222 146 53 -11

Biomass supply and biofuels consumption are strong in each of the Deep GHGoscenari
variants (Table 42). In fact, because of the attractive of achievingiensiseductions

through utilization of negative emissions bio-CCS technologies, the scenahdsO#,

60%, and 70% reduction targets have biomass/biofuels demands that are about the same
in 2050 as in the Deep GHG 80% scenario — biomass consumption of 1,669 to 1,737 PJ,
or 104 to 108 million bone dry tons; biofuels consumption of 972 to 1,019 PJ, or 7.41 to

7.77 billion gge. Actually, these levels are approximately the same as in